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ABSTRACT
The increasing integration of computing technologies in the work-
place has also seen the conceptualization and development of data-
driven and algorithmic tools that aim to improve workers’ wellbe-
ing and performance. However, both research and practice have
revealed several gaps in the effectiveness and deployment of these
tools. Meanwhile, the recent advances in generative AI have high-
lighted the tremendous capabilities of large languagemodels (LLMs)
in processing large volumes of data in producing human-interactive
natural language content. This paper explores the opportunities for
LLMs in facilitating worker-centered design for Wellbeing Assess-
ment Tools (WATs). In particular, we map features of LLMs against
known challenges of WAT. We highlight how the LLMs can bridge
or even widen the gaps in worker-centeric WAT. This paper aims
to inspire new research directions focused on empowering work-
ers and anticipating harms in integrating LLMs with workplace
technologies.

CCS CONCEPTS
• Applied computing → Law, social and behavioral sciences; Psy-
chology; • Human-centered computing→ Empirical studies in
collaborative and social computing; Social media.
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1 INTRODUCTION
Wellbeing assessment tools (WATs) promises to provide precision
insights on worker behavior to help manage worker performance
and mental wellbeing [79, 85, 121]. These are tools that capture
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digital traces of a worker’s behaviors, model these data with ma-
chine learning algorithms, and then produce insight into worker
performance and wellbeing. In a broader context, this approach
is known as digital phenotyping [92]. Even though the workers
are the primary data subjects of such tools, they may not be the
primary beneficiaries of such tools [36, 59]. Existing workplace
technologies are often designed in a “top-down” manner [82]. The
predominant design approach positions the organizational gover-
nors (managers, leaders, and HR) as the primary stakeholders of
the tools. As a result, their needs as end-users are surfaced with
higher priority than the workers who constitute the data. This
asymmetry not only reinforces the already existent power asymme-
try in the workplace but also makes it challenging to deploy these
technologies in a way that workers will be willing to embrace [54].
Recent studies are starting to call for a worker-centric approach to
developing these technologies—where protecting the workers’ re-
quirements from the technology are centered as the primary design
goal [5, 23, 36, 59, 121, 130]. These studies call to increase workers’
agency on their data, improving their understanding of algorithmic
measurement and even enabling them to negotiate better work
conditions and resources. However, implementing these ideas into
concrete design ideas presents several socio-technical challenges.
While we struggle to translate these tools as usable applications
for the worker, we witness the emergence of a new prominent
technology in the workplace in the form of LLM driven agents and
tools [93]. LLM-based applications are imbued with the ability to
understand natural language and, therefore, enable a new form of
interaction that reduces pre-existing barriers to many work-related
goals. Workers are increasingly adopting these tools to create new
content, revise existing documents, and improve communication
flows. Given LLMs’ versatile capabilities, intuitive interface, and
embeddedness in workflows, this paper seeks to explore if this tech-
nological innovation can help resolve the worker-centered chal-
lenges that hinder the deployment of effective algorithmic insights
for worker behavior.

In this paper, we describe the role of LLM agents to mitigate some
of the challenges we have had in aligning the design of WAT to
workers’ needs. We take a domain-driven approach to motivate key
barriers in deploying WAT by engaging with prior research in this
field. We juxtapose these barriers against some of the state-of-the-
art features of LLMs that have been discussed both commercially
and academically. We then highlight the use-case for harnessing
LLMs to bridge the challenges with worker-centric WAT. Finally,
we also discuss how LLMs can widen the gaps in effectively de-
ploying WAT. Together, our paper presents a reflection on taking
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research and development of WAT in a new direction by presenting
a landscape of both opportunities and pitfalls. While this paper
showcases the potential strengths and challenges with integrating
LLMs in WATs, we also want to note a critical stance that LLMs
are unlikely to be a silver-bullet. They might even conceal the un-
derlying problems. In that light, our paper is essentially a proactive
brainstorm to provide a starting point for in-depth discussions on
the role of AI in workplace wellbeing. Through this paper, we aim
to excite new intellectual directions:

(1) To empower workers to interact with WAT using natural
interactions and inference capabilities of LLMs.

(2) To encourage researchers to preempt new risks and harms
that emerge when LLM agents are integrated with WAT.

Reflexive Considerations: We present an optimistic but cautious
view of harnessing a new emergent technology (LLMs) to resolve
critical issues with a more mature but under-utilized one (digital
phenotyping). In isolation, both of these technologies have their
own unique challenges. While we appreciate those, our paper in-
tends to paint a landscape at the intersection of both technologies.
The authors of this paper have expertise in exploring, developing,
and critiquing digital phenotyping technologies and other tools for
the mental wellbeing of workers and general populations. More-
over, they have studied these technologies within organizations and
collaborated with companies that develop technologies for worker
wellbeing. Their research spans across disciplines HCI, CSCW, Ubi-
Comp, and AI Ethics. Not only has their research made them deeply
consider worker technologies, but it has also driven them to engage
with real workers. Their collective experiences and the high rele-
vance of the technology in question have placed them in a unique
position to examine these concerns.

2 BACKGROUND
2.1 Algorithmic assessment of worker

behaviors
The use of technology to assess worker behaviors dates back to the
use of clocks to time worker shifts in factories [118]. Today’s work-
ers are under the literal and figurative lens of other kinds of tech-
nologies, such as CCTV cameras, access badges, and digital applica-
tion usage [7]. Out-of-the-box, these technologies can help super-
visors “see” their workers and leverage that information to under-
stand the resource utilization and security of their labor. Yet, these
technologies and data that are captured have more value. Across
fields like ubiquitous computing, human-computer interaction, and
computer-supported cooperatives, the last decade has given rise
to a variety of research that leverages these technologies to make
data-driven assessments of worker’s behavioral wellbeing. These
studies have identified several opportunities to give workers insight
into their wellbeing by leveraging data from technology a worker
interacts with—email use [76], smartphones [16, 42, 81], wear-
ables [40, 77, 103, 115], webcams [58], networked devices [38, 91],
and social media [9, 109, 112, 113, 116]. In a broader sense, the ap-
proach of digitizing an individual’s free-living behaviors to identify
their health status is known as “digital phenotyping” [69, 92, 120].
In comparison to traditional methods like surveys, digital phenotyp-
ing presents several advantages in assessing human behaviors as

it can be deployed automatically and at scale with little burden on
its subjects [31]. In this paper, we refer to the digital phenotyping
technologies as Wellbeing Assessment Tools (WATs).

From an intellectual perspective, WATs can serve many purposes
beyond the supervision of workers. For instance, we can gain a
better understanding of a workers’ cognition [75], the normative be-
haviors of their organization [41], and the importance of ecological
variables [40]. A WAT can be designed to opportunistically nudge
workers to take breaks [58], to protect their time [37], or to learn
their role better [113]. Under the hood, these technologies apply
machine learning on workers’ behavior data to support their over-
all effectiveness [79, 85, 87, 108]. The tools we are referring to are
not merely statistical measurements of a worker’s data, but rather
complex algorithms that probabilistic ally determine a worker’s
behavioral outcomes [123]. In fact, many of these studies inspire
WATs for precise assessment of a worker’s stress [34] and risk of
burnout [86]. However, intellectual pursuits aside, researchers have
pointed out many significant challenges in deploying WAT into a
real workforce.

Unfortunately, much like other digital phenotyping applications,
any WAT for workers will be developed in a “top-down” fash-
ion [82], where the preferences of organizational leaders, super-
visors, and data stewards will take precedence over a worker’s
preferences. Park et al. has noted that workers anticipate a variety
of burdens when algorithmic technology like WAT is used for hu-
man resource management [96]. Recent studies show that workers
acknowledge the potential value of WAT but struggle to reconcile
these with their concerns around how a technology they do not
understand might be used against them [5, 36]. Having said that, at
the time of writing, generative AI is garnering notable popularity
among workers, especially Large Language Models (LLM) [20]. In
this paper, we discuss the potential of leveraging LLMs to reorient
WATs to workers’ preferences.

2.2 What do we mean by worker-centric?
When organizations employ workers, they tend to hold the abil-
ity to “bargain” the details of an employment contract [90]. In
other words, most workplaces have inherent power asymmetry.
A worker has little leverage to change their work conditions [33].
Studies show that any technology deployed in a power asymmetry
leads to information asymmetry [54], which in turn reduces the
workers’ leverage even further. The extreme scenario from asym-
metry is exploitation. Much like the other technologies, WAT risks
exacerbating this asymmetry to worsen a worker’s employment
condition. The same technology that could support their wellbe-
ing, can be weaponized against them when they are not stressed
enough, or deprive them of resources if they are performance is
lacking [36]. Recent research has proposed to remedy this bleak
future by conceiving approaches to design WAT that aim to reduce
the inequities at work by providing more agency, autonomy, and
flexibility to workers [24, 35, 130]. These studies call for center-
ing the workers’ needs and increasing their locus of control on
the digital tools they are the data subjects of. We appreciate that
workplaces have a variety of stakeholders who might weigh in on
these tools [59], and a broader human-centered perspective should
value a full spectrum of opinions. By contrast, the worker-centric
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approach aims to highlight the needs of workers, who are the key
data subjects of WAT, but have often been overlooked as key con-
tributors to the development of the technology [49]. Despite good
intentions of considering ethics in the design of WAT [30], it can be
challenging to actually realize in the workplace. These challenges
include methodological barriers, psychological burdens, and socio-
organizational complexities. Through this article, we heed the call
for worker-centric workplace tools and envision how LLM can lead
to promising new use cases but also cautionary scenarios.

2.3 What are LLM–based agents capable of?
Large language models have attracted a lot of attention in the recent
past. These foundational models have been pre-trained on large
volumes of text data. As a result, these LLMs can process a diverse
range of text input and provide appropriate responses. These mod-
els have been benchmarked against several different human-grade
evaluations, such as the Graduate Record Examination (GRE) and
Leetcode [93]. The commercial availability of tools such as GPT has
popularized a variety of applications for these models as conversa-
tional agents, question-answer systems, and translation platforms.
In this section, we operationalize some of the well-established fea-
tures of LLM that we believe play an important role in in designing
worker-centric WAT.

• Interface : While researchers have been studying and
building LLMs for a while, they only became very popular
among the masses and integrated into society after they be-
came more interactive (e.g., ChatGPT, Bard, etc.). This major
breakthrough incorporates an LLMs’s ability to understand
free-form text input [62] with the turn-taking interaction
from Conversational User Interfaces [80]. As a result, users
experience a near-human-like interaction that traditional in-
terfaces cannot afford [72] because these rely on commands
(e.g., programming languages) or instruments (e.g., art soft-
ware). The traditional approach not only needs expertise
but also restricts user input and cognition to a limited set
of instructions. By contrast, LLM enables a more natural in-
teraction by letting users describe their tasks and intentions
with language1.

Querying : A user is likely to begin their interaction with LLM by
asking the tool for some piece of information. Given an input, an
LLM can try to respond in a few different ways.

• Searching : Users can ask LLM to search for specific pieces
of information in a large collection of documents without
the need to craft complex queries. Since an LLM is already
pre-trained on a voluminous corpus of data, including sci-
ence, mathematics, coding, and literature, users can seek a
variety of information. In fact, these models can even have
advantages over the typical search engines when it comes
to their knowledge in specific domains like health [11].

• Annotating : Any piece of text is rich in different labels
and linguistic cues. LLMsare strong at classifying the input
based on categories like sentiment or even labels like hate
speech [68]. An LLM can even take as input multimodal data,

1Currently, LLMs tend to perform better with English, but this is likely to change in
the coming years

such as numerical, tabular, and visual data, and describe that
in a human-readable verbal form. For instance, such models
can translate sensor data into text [132].

• Summarizing : It is possible use LLM to reduce lengthy
pieces of information into specific insights [48]. Therefore,
by using an LLM, a user can triage through large complex
pieces of information more efficiently.

Creating and Reasoning: A user may ask the LLM to help orga-
nize and support decision-making in a situation, but it can produce
entirely new information based on the details of the prompt.

• Organizing : Given a set of items (e.g., tasks) with different
attributes, such as importance or urgency, an LLM can ar-
range these based on a user’s criteria. These models have the
capacity to reason and decide between different options. For
instance, [99] showed that an LLM can produce a schedule
based on the user’s specific prompts [99].

• Generation : Users can prompt an an LLM to produce en-
tirely synthetic content. This content can take the form of
written language [117], art [129], computer code [84], or
even data [53]. Even manually produced verbal communica-
tion can be conveyed better when passed through an LLM.
Besides proofing edits (for spelling and grammar) an LLM
can be used to improve conciseness and clarity. Moreover,
it can even be utilized to convey specific tonality (e.g., to
sound professional or explain like a grade-school teacher).

Personalizing and Learning:Auser could ask for domain-specific
and personalized requirements that an LLM may not be able to
complete out of the box. However, an LLM has the potential to
acquire new knowledge, specialize, and adapt.

• Context Specification : An LLM is trained on large vol-
umes of general natural language data, but it may not be
able to reason about specific information that does not con-
stitute its knowledge base. However, the knowledge base
can be enhanced by providing LLMs embedding specific con-
tent to retrieve information from and respond to prompts.
This method is known as Retrieval-Augmented-Generation
(RAG) [65]. RAG is a powerful way for LLMs to complete
knowledge-specific tasks.

• Model Tuning : Depending on the nature of the task and
domain, an LLM may need to learn how to interpret certain
tasks. Developers can do this using approaches such as few-
shot learning and fine-tuning [94]. This can help align LLMs’
functioning to precise domain-specific tasks.

• Feedback Loop : An LLM can also serve as a bridge be-
tween an end-user, an algorithm, and its developer. Here,
users can report or provide feedback on what worked and
what did not work, which can directly feed into updating
and improving the model with reinforcement learning [68].

The features above are distinct but also dependent on each other.
For example, a user may learn about their data using natural lan-
guage ( Interface ) to ask an agent to find trends ( Searching ).
Another example would be when an LLM creates a list of tasks for a
worker given a goal ( Generation ) and then prioritizes those tasks
( Organizing ). We have decided to tag these features distinctly as
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we will be referring back to them throughout the paper when we
reflect on the gaps in worker-centric tools for assessment.

3 BRIDGING THE GAPS: MAKINGWORKER
ANALYTICS WORKER-CENTRIC

In this section we describe our reflections on the gaps in WAT and
how we envision the involvement of LLMs. Table 1 provides an
summary of our perspective based on the different features of LLMs.

3.1 Methodological Barriers
In recognizing the gaps inherent in current workplace technologies,
it becomes evident that they grapple with a multitude of method-
ological and technical constraints. While it is not uncommon for
automated and machine learning-driven approaches to encounter
limitations, the implications are particularly pronounced within
the realm of workplace analytics. Here, the intricacies of technical
sensitivities wield significant influence over critical decisions, such
as those about hiring or firing workers, magnifying the potential
for far-reaching repercussions. These limitations not only jeopar-
dize the accuracy and reliability of the insights derived but also
underscore the need for meticulous consideration and mitigation
strategies to safeguard against adverse outcomes. On the one hand,
prior work highlights the need for personalized approaches, and
on the other hand, personalized tools come with their unique chal-
lenges. Below, we highlight some of the gaps in the development of
worker-centered workplace technologies, and how LLM can play a
role in either mitigating the gaps.

3.1.1 Addressing the cold-start problem. Prior work has noted
the cold-start problem in building workplace analytics technolo-
gies [63, 134]. This refers to the challenge of initializing the system
when only insufficient or limited data is available. For instance, a
base machine learning model that is not trained on the population
it is deployed on may not make accurate predictions or provide
meaningful insights. This can hinder the effectiveness of work-
place analytics technology until it gathers enough data. Cold-start
problem is further prominent in building personalized or worker-
centered models [67]. A worker-centered algorithm heavily relies
on being trained on sufficient historical data from an individual
to provide accurate tailored predictions [63]. LLM bear the unique
ability to process large-scale and vast amounts of data, which can
potentially help build WAT.

Large-scale studies with real humans are not only costly but
can also sometimes be unethical and impractical to conduct. The
capabilities of LLMs, particularly the Generation features, can
be leveraged to simulate humans and human behaviors through
various kinds of agent-driven modeling [98]. This facilitates build-
ing and evaluating the potential impacts of workplace tools more
rigorously. Hämäläinen et al. evaluated LLMs for generating syn-
thetic HCI research data [53]. Recent research already shows that
LLMs are proficient in generating surrogate measures for individ-
uals’ mental health markers once they have a mental model of
the individual [27]. As a result, tomorrow, researchers and prac-
titioners can construct sophisticated virtual environments that

closely mimic real-world scenarios by harnessing the vast lin-
guistic knowledge and contextual understanding encoded within
LLMs. These simulated environments enable the evaluation of au-
tomated tools across diverse contexts, spanning from routine tasks
to complex decision-making processes. Using LLMs to simulate
human behaviors offers a powerful framework for evaluating and
deploying automated tools in the workplace, additionally help-
ing in tuning and improving machine learning models through
the Model Tuning capabilities of LLMs. For instance, we draw
on Wang et al., to prompt ChatGPT with, “Can you create a dataset
of stress levels 5 days of a worker who goes to office on alter-
nate days, spends 8 hours for work when in office, 12 hours for
work when working from home, takes three to seven meetings a
day [128]. I would need labels on if they have been feeling calm,
social, bothered by voices, seeing things, stressed, sleep quality,
depression level, hopeful, etc. Give me this in a tabular format.”

Figure 1: Example synthetic data
generated by ChatGPT.

The LLM responded
back with the syn-
thetic tabular data
as in Figure 1.

That said, the ef-
ficacy of simulation
studies only goes to
a certain extent, es-
pecially in the con-
text of human-centered
and human behav-
ior studies. There-
fore, the objective of these studies is not to substitute real-human
data from training but to complement and create initial value and
rapidly evaluate diverse behavioral distributions [6]. Further, we
also need to be careful and have proper safeguarding strategies
so that these capabilities of LLMs are not used for malicious pur-
poses [53]. Importantly, while LLMs may be a viable solution to
address the cold-start problem and get initial training data, these
models (and datasets) can come with their own biases (e.g., the
training data of LLMs can likely have biases). These biases need to
be identified and mitigated, e.g., an additional layer of manual and
expert validation can be conducted after automatically creating and
labeling data through LLMs.

3.1.2 Overcoming Data and Model Biases. No automated ap-
proach can be 100% accurate, and various prior research notes
how model inaccuracies can result in unexpected outcomes of ma-
chine learning and AI models [57]. Further, there are questions
related to the validity and reliability of the WAT in real-world
workplace settings. For instance, several WATs tend to leverage
digital data footprints to measure worker-centered constructs (e.g.,
performance, wellbeing, engagement, etc.). However, the construct
and concurrent validity of these measurements may not be well un-
derstood. One of the primary concerns regarding worker-centered
technologies is whether the metrics they generate truly capture
the nuances of complex constructs. Digital data, often gathered
passively through sensors, digital communication platforms, or
activity-tracking software, may provide a wealth of information
but could lack the depth required to fully understand the underly-
ing phenomena. For example, Saha et al. noted how social media
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Table 1: A summary table on the role of LLMs in bridging or widening the gaps in the design and deployment of worker-centered
algorithmic tools. Note that this list is not exhaustive, and there could be other overlapping threads on the features of LLMs.

Gap How LLMs can bridge the gap? Interface Querying Creating &
Reasoning

Personalization &
Learning

Methodological Barriers
Cold-start problem Simulating “humans” and human-like be-

haviors in large-scale experiments
Generation Model Tuning

Data and model bi-
ases

Large-scale data annotations and rigorous
model tuning against several use-cases.

Annotating Model Tuning

Context-sensitivity Multi-pronged data collection and model
outcomes. Build composite machine learn-
ing outputs based on multiple models. Add
context to the model through natural lan-
guage queries.

Context Specification ,

Model Tuning

Tradeoffs of automa-
tion and user-control

Enabling the users to directly enter their
needs, and accordingly modulate auto-
mated outcomes.

Context Specification ,

Feedback Loop

Psychological and Cognitive Burdens

Opacity in data mod-
eling

Enable the users to query the tool to under-
stand the modeling of behavioral data.

Interface Searching ,

Annotating

Model Tuning .

Lack of contextualiz-
ing insights

Searching Context Specification

Unclear actionable
outcomes

Users would be helped through the inter-
face to tinker the machine-driven plans, as
well as in organizing their tasks.

Interface Organizing Model Tuning

Limited digital liter-
acy

Generate informative and engaging con-
tent, tutorials, and interactive FAQs. Can
learn and feed the system in updating
and adapting content according to worker
needs.

Searching

Summarizing

Generation Feedback Loop .

Socio-organizational Complexities

Compromised pri-
vacy and security

Privately-deployed LLMs Interface Annotating Context Specification

Challenges to mean-
ingful consent

Creating negotiation space between work-
ers and employers, and helping the workers
query and understand the tool.

Interface Searching ,

Summarizing

Power asymmetries Workers can be more empowered and can
negotiate with their employer through
data-driven evidence

Summarizing Generation Context Specification

data can lead to misleading insights about workplace satisfaction
if only looked at superficially [114]. Another issue complicating
the validity of measurements derived from worker-centric algo-
rithmic technologies is the potential for bias in data collection
and analysis [4, 44, 131]. Algorithms powering these technologies
may inadvertently perpetuate biases present in the data or algo-
rithms themselves, leading to skewed interpretations of worker
behavior and performance. These models make inferences based
on the availability of the data—which is mostly skewed to majority
demographic groups, and therefore can further disadvantage or
marginalize underrepresented groups in the workplace.

LLMs can help conduct rigorous validation studies to assess the
accuracy and reliability of the measurements produced by worker-
centered technologies. This involves comparisons with established
measures and comprehensive assessments of the instrument’s psy-
chometric properties. Given that labeled data is often rare and
costly to obtain, LLMs can be used in annotating large-scale un-
labeled data through the Annotating features. With the help of
Model Tuning , LLMs can be designed to perform algorithmic in-
ference for behavioral health [61]. Unlike other forms of machine
learning, this approach presents a direct means to interact with the

model by creating new rules and refining the learning by actively
teaching the model through conversational back-and-forth. Again,
LLMs are also being used to annotate large quantities of data [46].
This builds on the motivation that LLMs can not only automate
tasks but also minimize the subjectivity associated with labeling
data.

3.1.3 Accounting for context-sensitive modeling. Theoreti-
cally, context is an important attribute that needs to be incorporated
into in-practice models for best outcomes [2]. Prior research also
showcases the importance and methodologies of building context-
aware applications [14]. For example, in an early work, Dey et al.
built a conceptual framework called the “Context Toolkit” to help
design context-aware ubiquitous computing applications [43]. How-
ever, to date, there has been no easy solution to account for context
in workplace technologies. Recently Kaur et al. found how the lack
of context can lead to inaccuracies and misalignments in expected
and predicted outcomes of emotion detecting algorithms in the
workplace [57]. The rapid transitions of work styles and the work-
place, such as the increasing shift to digital, remote, and hybrid
work have further necessitated the need to account for context [39].
Again, different organizations have varying norms, cultures, and
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policies. Therefore, WAT needs to account for these factors to ef-
fectively function in a particular workplace.

LLMs can potentially gather data from multiple sources and
provide model outcomes based on that. This can help in the devel-
opment of composite machine learning models that gather informa-
tion from multiple models. We know from practices for Responsible
AI design, that a key component of achieving this task is through
asking the right questions [126]. LLMs could help articulate the
and evaluate the right questions with machine learning models like
WAT. The Searching attributes of LLMs enable adding context
into the models through natural language queries and seek outputs
based on other data-driven model outcomes. This also directly ties
with the Context Specification aspect of LLMs. For example,
we prompted GPT with momentary heart rate data from an Apple
watch as well as the weather of the day, the location of the user
(e.g., at work/home), and current self-reported mood, and asked
it to respond back with a composite wellbeing assessment for the
user. We received the following response:

“Your current wellbeing appears to be stable, with a nor-
mal heart rate, engagement in work, and favorable weather
conditions contributing to a positive state.”

3.1.4 Balancing the trade-offs of automation and user con-
trol. It has been challenging to balance the tradeoffs of automation
and user control in WAT. Too much automation can lead to a loss
of user control, whereas it is often hard to optimally incorporate
flexibility with a worker’s autonomy. For instance, automated solu-
tions for protecting time (e.g., Focus Time on Microsoft Outlook)
that aim to help a worker better manage their time, have shown
positive outcomes in terms of worker productivity, wellbeing, and
engagement [37, 111]. However, workers can be unhappy with the
lack of control over the feature in scheduling their meetings [111].

LLMs can function as a bridge between a human and an al-
gorithm through the Feedback Loop attribute. For instance, a
user can prompt specific customization to an LLM which can be
as a wrapper within an underlying model. Such a level of tinker-
ing from an end-user would have been otherwise difficult unless
specially implemented in the underlying tool. For instance, in the
example of Focus Time above, if a user prompted an LLM to in-
struct the Focus Time algorithm to allow notifications if their man-
ager emailed, then there could be these exceptions could be imple-
mented. Here, adding additional context about a worker’s behaviors
would also help tune the model—which can be achieved through
the Context Specification feature of the LLMs.

3.2 Psychological and Cognitive Burdens
When WAT are deployed, workers express concerns about what
data is collected, what is inferred from these data, and how these
inferences would be used [59]. Algorithmic inferences of workers’
behavioral outcomes (e.g., stress and performance) are often pro-
duced by models that need vast amounts of passively collected or
archival data [15]. These data are not only large in terms of samples
but also wide in terms of the multimodal aspects of a worker it cap-
tures (e.g., sleep, physical activity, communication) [79]. Machine
learning pipelines would then extract features from this data and
generate estimates. Arguably, unveiling the black-box is non-trivial,

and most workers are unlikely to have either the data literacy or the
time from their work routine, to inspect and understand how their
data is being repurposed. Therefore, managing and interpreting the
insights fromWAT can lead to psychological and cognitive burdens
on the worker, which is an overhead on top of coordinating their
actual work tasks. Workers would need to bear the cognitive load
of guessing, understanding, and adapting to these technologies [96].
This can not only be tied to the digital and AI literacy of workers
but also the varying company norms and policies about deploying
and using workplace AI technologies.

3.2.1 Understanding how behavioral data is modeled. It is
not uncommon for different digital tools to track a worker’s be-
haviors. Simple project management tools are recording when and
how workers are completing their tasks. The data tracked in these
systems are more intelligible for workers as they can directly draw
inferences from, such as their longest streak on closing issues. In
contrast, WAT goes a step further by drawing multimodal streams
of behavioral data and then uses it for indirect inference. On one
hand, the worker might not understand the details of the data being
recorded to build these models. On the other hand, they might
not be aware of the processes involved in using this data to make
inferences. A worker needs to have the ability to explore their data
to reflect on it sufficiently [26]. To perform such an exploration,
they need to rely on the dedicated visual dashboards. These ad-
ditional interfaces can be complicated to build, may be limited in
utility, and require training to navigate. Alternatively, devising a
prompt-based querying tool can be applied to many form factors,
including smartwatches [101], and does not require users to learn
a new exploration dashboard.

The Searching of LLM can tremendously ease the process
of developing such data navigation and exploration tools. With-
out needing advanced database knowledge, workers can use the
Interface to explore their data through natural language prompts
and identify quantitative trends [66]. Note, that the raw data is gen-
erally low-level and granular. Therefore, to understand the data
the users would need explanations that also align with their level
of comprehension. Annotating can help synthesize these data
points and observations into language and LLM tools like Insight-
Pilot [71] have already demonstrated some of these capabilities.
Similarly, several columns of the data might be features derived
for computational purposes that are not easy to interpret when
taken in isolation (e.g., meeting duration entropy). To remedy this,
we can use Model Tuning with some of the annotated samples
so that the LLM can summarize multiple quantitative columns
of features to describe an instance of data as a human-readable
episode [25]. Unlike traditional WAT, by integrating LLM, a worker
can evaluate not only the validity of their data but also inspect and
self-audit how their data might be utilized to make inferences. Fi-
nally, the Summarizing of LLMs would help a worker understand
the definition and workflow of a measure. For example, LLMs can
help summarize the data workflow of data collection, processing,
inferences, and outcomes. For example, we processed the descrip-
tion of the measurement of LinkedIn-based Role Ambiguity (or
LibRA) [113] through GPT-4.0 and prompted it to summarize the
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measurement in short so that a worker can quickly grasp the benefit
of the measurement:

For a worker, this means understanding how clear their role
is compared to the company’s expectations. The measure-
ment provides insights into potential discrepancies, helping
workers and employers address role ambiguity, and poten-
tially leading to clearer job expectations and improved satis-
faction.

3.2.2 Making sense of algorithmic insights. Some workers
might set aside the black box of the underlying machine learning
models and only care about the algorithmic estimations. However,
workers have expressed a lack of confidence in situating this infor-
mation and contextualizing it without guidance or counseling [36].
For instance, a worker’s performance was estimated as 90%, but
their stress was estimated as 75%, should they continue working
the way they have, or is this cause for concern? Adler et al. have
suggested providing reference scales to workers to give them the
right scale to understand the output [5]. However, technologies
that model behavioral information are often sensitive to distribution
shift in real-world settings because different populations behave
differently under dynamic environmental conditions [10]. There-
fore, a simple static prescription of what the score means may not
be sufficient for the fluid changes at the workplace. After all, the
expectations from workers vary with certain external conditions,
e.g., stock prices, new funding, or pandemics [88].

With Context Specification , it is possible for LLM to lever-
age external stores of information and respond to user prompts [55].
In this case, the external information can be the aggregated data
collected from WAT, work and wellbeing guidelines, and even HR
policies. Therefore, new applications may be able to retrieve tar-
geted information for the user when they use Searching . For
example, a worker will be able to request their performance rela-
tive to other workers in a similar role during similar parts of the
year. Eventually, workers will be able to leverage this capability of
LLM to situate their data better, not only within the norms of their
organization but also using external references.

3.2.3 Integrating algorithmic insights into work practices.
Typically workplace analytics tools have been primarily conceived
as tools that provide insights, but tend to remain agnostic to how
workers may utilize these insights. Jörke et al. found that different
workers may have different goals [56]. Some workers may want
to prioritize balance, some may be interested in finding ways to
focus on tasks, and others may want to find an optimal schedule
for meetings. In theory, the automatic measures of a worker’s per-
formance and stress, along with its trends, could provide workers
with enough information to adopt new methods of work. However,
planning work and goal setting is a burdensome activity.

LLM can act as personal assistants for workers by Organizing .
Essentially, once a worker specifies a work-related goal, the agent
can break down these larger worker goals into sub-tasks [45, 102]
and then allocate these sub-tasks into a workers’ existing routine.
This arrangement can be designed to fit a worker’s performance
and stress patterns. An LLM may produce a plan that allocates
challenging activities to peak performance contexts, such as the
mid-afternoon [83], and suggests completing smaller and more

tedious tasks during the morning when the worker has just started
their work. It is possible a worker might feel that the agent is not
considering the importance of commute and they are concerned
that engaging in a deeply focused activity in the afternoon could
make them miss the ideal window in which they can beat the traffic
to get home. The Interface allows users to subtly tinker with the
machine-driven plans and refine task schedules to fit their needs.
Thus, a worker would be able to use the agent to combine their
self-reported criteria with their passively collected behaviors.

3.2.4 Enhancing Digital Literacy. While several of the WATs
are currently evaluated or deployed on the information worker pop-
ulation, this is only a fraction of the workforce. For worker-centric
algorithms to succeed in larger and more diverse work sectors,
workers would need to effectively navigate, utilize, and draw bene-
fits from the technologies. To maximize the potential and adoption
of the technologies, digital (and AI) literacy is essential. This would
enable the workers to critically evaluate their data (and insights),
meaningfully take actionable decisions, and even adapt to emerging
workplace technologies. The lack of digital literacy can negatively
impact people’s understanding, and ability to troubleshoot, or even
affect their trust in the technology.

LLMs can be effective tools in bolstering workers’ digital lit-
eracy and awareness about various aspects and workflow of the
technologies. LLMs can help generate informative content such
as articles, guides, and tutorials to explain the features, benefits,
and best practices of WAT. This can also help the workers to better
understand their data and make informed decisions in adapting
to work needs for better outcomes. For example, if a company
considers implementing a mental health and wellbeing app for its
employees. However, many employees may be unfamiliar with how
to properly use the app and have questions about its features and
benefits. In this case, an LLM-based chatbot can be integrated into
the app for interactive FAQ. The Searching features of LLMs will
enable workers to ask questions about the app’s features, function-
ality, and privacy settings, and the chatbot can accordingly guide
them in using the app better to manage their stress, track mood, or
access various mental health resources. Further, LLMs can leverage
the Summarizing to create engaging tutorial videos and resources
based on existing mental health resources linked to the app. Finally,
the Feedback Loop feature of LLMs can help a worker to directly
provide feedback to the algorithmic layer of the app. Accordingly,
the LLM can identify areas where additional support or education
may be required and can help update the content and resources of
the app to address the workers’ needs. That said, as Bozkurt noted,
while LLMs can bring in a paradigm shift in shaping digital literacy,
they also entail the requirement of a new form of digital literacy
in interacting with LLMs through prompt engineering. For exam-
ple, users would need to be familiar with prompting LLMs with
proper commands for helpful responses. A further complication
is the mainstream portrayal of LLMs that risks imbibing different
types of perceptions about AI technologies. If fundamental findings
on human conceptualizations of AI are to apply to LLMs, we might
witness workers erroneously conflating AI with humans [52]. A
way forward might be to design for the mutual theory of mind
in human-AI interaction [127], such that digital literacy tools can
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adapt as individuals change their perceptions and expectations
about the AI agent.

3.3 Socio-Organizational Complexities
Workplace settings inherently introduce a range of complexities,
including structural power asymmetries, organizational incentive
structures, and high-stake decision-making that can challenge the
potential impact and desirability of workplace technologies. Boyd
and Andalibi noted that workplace wellbeing technologies such as
emotion recognition tools can lead to additional emotional labor to
workers, and contribute to a larger pattern of blurring boundaries
between expectations of the workplace and a worker’s autonomy—
which also falls under “data colonialism” regime [18, 122]. Ideally,
workers should resist the unwarranted labor but many of them may
not understand AI’s exact roles related to authority, governance,
and ownership [96]. We believe that LLM can help mitigate some
of these challenges.

3.3.1 Addressing privacy and security concerns. Technology
for worker management and supervision has been historically tied
to surveillance and worker abuse, known as “Taylorism” [95]. While
workplace surveillance was originally motivated to optimize the
utilization of organizational resources (including human resources),
modern technological developments—such as WAT—engender “lim-
itless surveillance” that can track and infer aspects of a worker’s
life that go beyond their employment contract [7, 105, 133]. A
byproduct of being surveilled along with factors such as social
desirability [125] and self-presentation [47], is that if individuals
become aware of being “surveilled” or “observed”, they may not
function or behave the way they would otherwise typically do—
also called as the Hawthorne effect or the observer effect [1, 110].
Now, this raises the question of whether WATs lead to unintended
consequences around workplace behaviors due to the observer ef-
fect. Could these lead to unforeseen forms of workplace-related
harms? A large proportion of the urban workforce receives their
health benefits through their employers [50], and improving the
wellbeing of workers can lead to monetary benefits to an organiza-
tion [12, 60]. Although the need for a healthy workforce encourages
the deployment ofWAT, the prospect of health being “cost-effective”
for insurance underscores a host of trust concerns [17]. A specific
anxiety would be how organizations might collude with insurance
and manipulate algorithmic outputs for benefits [96]. Even if the
WAT is built externally, workers might not be willing to share their
behavioral information (e.g., location) with third-party applications
because of privacy and security concerns [63]. Ultimately, workers
can feel controlled, despite noble intentions [29, 59, 74].

The tension introduced by this complexity forces the worker to
choose between improving their wellbeing and risking the loss of
sensitive information to their employer, insurance, and potentially
unknown third parties. An organization might try to mitigate these
tensions with the terms of service (TOS), but these documents and
their changes are notoriously challenging for actual users to com-
prehend and stay updated on [89]. A usable privacy approach to
tackle such tensions is to compare the TOS of different tools [106].
In this regard, with Context Specification an LLM can learn
a variety of TOS documents of the WAT that workers will use.
Furthermore, another usable privacy recommendation is to build

question-answering systems to help users gain deeper insight into
existing privacy policies and complement it with other legal poli-
cies [100]. The Interface in LLM can present a dynamic and
unstructured avenue for workers to learn about the risks and pro-
tective measures. In fact, research on usable privacy has shown
that users can interact with their passively captured data to create
their own privacy policy [107]. LLMs can take into account work-
ers’ behaviors and preferences to design their own personalized
privacy policy from their data ( Annotating ), which they can in-
turn compare against the tool, organization, or insurance agency’s
policies.

3.3.2 Supporting Meaningful Consent. Prior work noted that
even when deployed with the best of intent, workplace power
asymmetries, in combination with the inherent intrusiveness of
workplace technologies, can exacerbate workers’ ability to mean-
ingfully consent [28]. This study built on the notion that when an
employer asks a worker’s consent (regarding a technology), are they
fully empowered to consent? Other prior research in privacy has
noted how existing consenting practices may not meaningfully
model consent [13, 119], and are ill-suited for sensing technologies
that continuously collect individual data [13, 70]. For instance, ex-
isting consenting practices tend to be static and one-time (yes/no re-
sponse); however, data collection, inferences, and decision-making
with WAT are more of a continuous process. This calls for a need
for more dynamic and socio-technical solutions of consent [28].

Drawing on the sociotechnical solutions proposed in Chowdhary
et al., LLMs can function in multiple ways to support workers in
meaningfully consenting to workplace technologies. For example,
the Summarizing and Searching features of LLMs can help in
establishing negotiation spaces that prioritize workers’ interests.
By fostering constructive dialogue, LLMs can facilitate creating
spaces where workers’ interests are safeguarded during negotia-
tions concerning technology implementations. In particular, the
Searching feature of LLM can also support recourse mechanisms
and empower workers to question the deployment of workplace
technology. This additionally helps improve the system’s account-
ability. Finally, building on these attributes, LLMs’ Interface
capabilities can help build user interfaces that enable workers to
make nuanced choices beyond simple binary options of yes/no
to consent. For example, based on the Freely Given, Reversible,
Informed, Enthusiastic, and Specific (FRIES) model of consent, an
LLM could engage in an interactive back-and-forth to understand
how the worker rates on the different dimensions of FRIES. Impor-
tantly, LLM can help support the implementation of a continuous,
dynamic consenting process, ensuring that workers’ consent re-
mains meaningful over the life cycle of their data and its usage.

3.3.3 Leveraging insights to counter asymmetry. Power im-
balances and workplace incentive structures may lead organiza-
tional governors to repurpose workplace technologies in ways that
deprioritize, or actively detriment a worker’s wellbeing [59]. Prior
research noted that certain workplace technologies, such as emo-
tion recognition algorithms for workers, despite their proposed
and expected usefulness to identify and support worker wellbe-
ing, can in fact, inappropriately influence high-stakes workplace
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decisions and exacerbate inequity in the workplace [18, 32]. Compa-
nies might even use the technologies to improve corporate profiles
and public image, rather than centrally focusing on supporting a
worker [59]. Recent literature designing WAT as worker-centric
can shift it from a tool for holding the labor force accountable to
a tool for the labor force to hold the employer accountable [5, 36].
Calacci and Pentland has documented various ways gig workers
have appropriated digital tracking tools to advocate for better work
through collective action [24]. As a result, workers can use these
tools to negotiate, or bargain, with their organization using data-
driven evidence. Such an action would require workers to aggregate
large volumes of data at scale, then interpret this information, and,
subsequently, transmit their findings to authorities in a persuasive
manner. As Zhang et al. points out, the collective sharing of data
can even help workers resist poorly designed tools [130]. Yet such
a task requires substantial effort outside of work tasks. Aside from
time, data literacy, technical proficiency, and communication skills
become significant barriers for workers to act.

With LLMs it is possible to conceive privately deployed LLMs [78]
that can help Summarizing the existing data. These summaries

can be further augmented with Context Specification , which
is built on documents of worker rights and policies. Finally, workers
can reflect on these insights and prepare documents to keep their
employers accountable by using Generation . Not only can LLM
help workers understand their collective trends in light of their
organizations’ top-down management, but it can also help generate
notes and letters to articulate their advocacy.

4 WIDENING THE GAPS: NEW CHALLENGES
INTRODUCED BY LLMS

4.0.1 Need for Intensive Resources and Computational In-
frastructure. While it may appear that LLMs make conducting
large-scale studies and simulation experiments easier, in practice,
implementing LLM-driven solutions demands extensive computa-
tional infrastructure, such as GPUs and servers, which come with
significant costs. Additionally, the capabilities of LLMs are sourced
in huge amounts of annotated data, which is expensive and hard to
obtain. Again, iteratively building and improving LLMs involves
rigorous evaluation against benchmark datasets and real-world
applications, which require not only computational resources but
also human expertise in identifying shortcomings and implement-
ing enhancements. Therefore, building in-house solutions for a
workplace can be infeasible in terms of the resources and technical
expertise required to build and tune customized LLMs for a work-
place. Alternatively, solutions can be built on top of existing cloud
and API-based solutions, such as OpenAI’s ChatGPT [93], Google’s
Bard/Gemini [8], and Meta’s Llama [124]. Using existing models
can minimize setup-related costs; however, running the models,
in the long run, will accumulate expenses for the workplace that
implements such solutions. More importantly, such cloud-based so-
lutions are vulnerable to privacy breaches and sensitive data leaks,
as the workers’ data would no longer remain within the company’s
infrastructure. Further, given the multiple layers of data agreements
involved in this process, an individual will have less of understand-
ing and control over how their data is being used beyond the scope
of the workplace needs.

4.0.2 IntroducingBiases andConceivingMisleading Insights.
The previous section noted how LLMs can help mitigate biases and
subjectivity in data annotations, as well as create synthetic datasets
for training less biased models. However, we need to realize that
pre-trained LLMs are also trained on vast internet datasets, and
they can plausibly come with their own biases. For example, the
datasets may not represent a culturally or contextually diverse hu-
man experiences and lead to biased models, There might have been
issues with how these datasets were labeled, about which there is
also a lack of transparency. LLMs can learn and propagate societal
stereotypes present in the training data. When a worker tries to
contextualize their performance (estimated by WAT) against others
in similar roles, an LLM might provide information that reinforces
stereotypes. Carefully curating the training data might not be a
sufficient mitigation strategy to prevent these stereotypes. LLMs
are also vulnerable to “prompt-injection” attacks, which can lead to
insidious consequences that compromise the data and documents
internal to the system [51]. For instance, an adversarial HR or super-
visor could inject a prompt within an LLM to ignore worker requests
and always promote a healthy image of the organization. Another
problem related to the bias and misinformation perpetuated by
LLMs is their tendency to hallucinate [3]—produce incorrect facts
and fail to reason correctly. These inaccuracies can have large social
consequences when we consider integrating WATs with LLMs. A
worker might receive incorrect guidance on the legal aspects of
the data that the organization is capturing. If this guidance incor-
rectly nudges the worker to accept a WAT, their data is violated
without their knowledge. If the LLM incorrectly nudges them to
pursue legal recourse, the worker might lose credibility for making
a false claim. Therefore, we need to be careful in identifying and
preventing biases introduced by LLMs.

4.0.3 Perpetual and Central Storage of Personal Data. The
emergence of Generative AI has raised alarms for critical regulatory
concerns, particularly the usage of proprietary data for training
the models [21]. Originally, this argument spawned from violating
intellectual property and creative artifacts, such as art. However,
given the nature of WATs, this same concern can extend to per-
sonal data [21]. To make matters worse, an LLM at the workplace
can constantly learn and store every interaction they have with
a worker. These private interactions will become part of a larger
whole which will be stored away from the workers. Aggregation
is one of the key risks of AI [64]. By nature, the locus of control
of this store will be further away from workers. This distance fur-
ther complicates a worker’s ability to delete data or ask LLMs to
unlearn certain bits of information [22]. If an organization accesses
an externally hosted LLM, it risks disclosing its workers’ sensitive
information to external parties, including competitors [73]. Even
if the LLM is hosted in-house, we must not forget that within an
organization, different workers share a variety of power dynamics
and trust issues between them. Recent work shows evidence that
workers are unlikely to adopt WAT that share insights with other
workers, may it be managers or other coworkers [35]. With LLMs,
workers can still be concerned that supervisors and HR could “jail-
break” [51] their organizational GPT to surveil the interactions that
workers are having with the LLM. This mirrors a familiar problem
inherent to WAT and other digital workplace technology. The LLMs
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designed to support workers’ reflection on themselves and regulate
their behavior can be weaponized against them to extend further
control and reduce flexibility.

5 CONCLUSION AND FUTURE DIRECTIONS
In summary, this paper has underscored the opportunities of large
language models (LLMs) in enhancing Worker-centric Wellbeing
Assessment Tools (WATs). By harnessing the data processing and
natural language generation capabilities of LLMs, we identified
avenues for addressing existing gaps in WAT’s effectiveness and
deployment. Through a worker-centric design approach, LLMs
can bridge these gaps and potentially expand the scope of WATs,
empowering workers and improving overall workplace wellbe-
ing. However, further research is warranted to explore integration
methodologies and mitigate potential risks. We also need to con-
sider that a lot of the insights that this paper builds on are based on
research studies. However, the ecological validity of these methods
and studies in majority, remains untested. For example, sharing
consented data for research is very different from sharing data for
in-practice use. In particular, given the power asymmetries and
sociological complexities of the workplace, unconsented, unaware,
and even consented data may not be meaningful [28]. Despite the
potential of LLMs, we need to realize that an LLM’s outcome is also
an artifact of the data (and prompts) that they are fed in. Therefore,
the personalization capabilities of LLMs need to be verified for
tailored and personalized prediction and recommendation systems.
However, this would also raise questions on worker autonomy and
privacy—issues that we highlighted in this paper. In addition, al-
though we briefly discussed the challenges of deploying LLMs in
the context of WATs, we believe that this is still a nascent space
with lots of unknowns about the challenges of deploying gener-
ative AI technologies in the workplace? How do we know that
these systems can be misused, and more importantly who decides
what is misuse? On a more optimistic note, WAT is only one theme
of use-case where LLMs can be used in the workplace. There are
other ways LLMs can help (or worsen) workplace dynamics, such
as socialization and workplace engagements. Overall, this paper
advocates for a proactive but cautious stance in leveraging LLMs to
foster supportive work environments that prioritize employee well-
being and performance, thereby inspiring future research endeavors
in this domain. We recommend that the design and deployment
of LLM (or AI)-based workplace tools warrant the need for rigor-
ous empirical investigations as well as multistakeholder viewpoint
considerations. This would help uncover the potential impacts,
benefits, and harms of integrating LLMs (and AI in general) into
critical decision-making processes in the workplace—building on
prior body of work in this similar space [5, 32, 35, 36, 57, 59, 97, 104].
An empirically-informed approach in evaluating the needs, and
designing these worker-centric tools would additionally promote
transparency, accountability, and ethical considerations, thereby
enhancing trust and acceptance of the technologies among workers.
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