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SUMMARY

Work sustains our livelihoods and is integral to a fulfilling life. As workers, our day-

to-day experiences determine our performance and our wellbeing. Yet, the behavioral

richness of a worker’s everyday life is often overlooked by traditional survey methods

used to describe work experiences and outcomes. I posit that we can gain a more nat-

uralistic understanding of work by leveraging everyday technology to develop pas-

sive—automatic and unobtrusive— sensing applications with machine learning.

My research investigates the potential of multimodal sensing to computationally model

worker behaviors and related psychosocial outcomes. I rely on passively sensing naturalis-

tic behaviors with technology readily available in information work; including wearables,

mobiles, desktops, Bluetooth beacons, WiFi router networks, and social media. For indi-

vidual workers, my analyses thus far have revealed clusters of mutable day-level activities

(e.g., batched phone use and better sleep) that explain improved job performance above

and beyond inflexible personality assessments. For groups, I have leveraged coarse signals

from WiFi routers to empirically demonstrate that collocation patterns of team members

indicate their performance. Additionally, I have used observations from Bluetooth bea-

cons to compute eigenvectors of desk break routines and validate a new behavior–based

construct to measure how workers fit within a group. Further, for an entire community of

workers, I have shown that by repurposing anonymized and archival data we can provide a

flexible toolkit that can inform large-scale policy change. To support resumption of work

during epidemics, I have expressed campus mobility with WiFi router logs to design re-

sponse infection control strategies that minimize disruption to learning, social contact, and

space utilization. Similarly, to describe normative perceptions of worker communities, I

have described organizational culture from self-initiated posts on social media.

Besides uncovering the utility of passive sensing frameworks, my research also criti-

cally reflects on the challenges of deploying these frameworks in the real world. My re-
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search has investigated the semantic gap in the predictive power of different sensing streams

and furnishes computational evidence to guide better sensor deployment practices to infer

worker wellbeing. I also engage with information workers to highlight the expected norms

of being data subjects of passive sensing enabled AI. This research highlights both em-

powering and exploitative visions of this technology from the eyes of the worker. Lastly,

I explore the value of different design variations in making information flows for passive

sensing enabled AI more acceptable to workers. Through these findings I describe the

trade-offs between different passive sensing frameworks in terms of their types of sensors,

scope of sensors, types of insights, and sharing of insights.

Collectively, my research not only has implications for predictive uses of passive sens-

ing, but also informs domain experts (such as organizational psychologists and personnel

management) to gather empirical evidence for workplace phenomena, develop novel mea-

sures indicative of work outcomes, and inform experiences of large workforces. The aim

of my research is not to make the workers work for these technologies, but to make these

technologies work for the worker. This dissertation encourages methods to make passive

sensing for workers more holistic, accurate, and humane.
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CHAPTER 1

INTRODUCTION

We seek out work where we can provide value consistently without compromising our

needs. In manufacturing work, value was related to efficiency in production. A stakeholder

might ask, ”are they doing things right?”. For a weaver, the number of correctly woven

baskets in a given day could indicate this. Thus, value was expressed in terms of productiv-

ity both as a process and an outcome [1]. However, measuring value becomes challenging

when the processes and outcomes are intangible or ambiguous. This is particularly the

case when a worker’s primary role is to manipulate information, known as information

work [2]. Now, a stakeholder might also ask, ”are they doing the right things?”. Thus, we

move on from productivity to broader concepts of performance [1] and wellbeing [3] to

express effective workers. For an analyst, the number of completed issues in a day is not

a sufficient indicator. We need to consider the quality of the solutions, the severity of the

issues, their accountability towards supervisors, their availability to peers, their flexibility

towards requirements and many other aspects [1]. Moreover, how is this worker achiev-

ing these outcomes? We need to account for their happiness, stress, overall satisfaction at

work, experience outside work and several other related factors [3]. Traditionally, these

aspects have been studied with survey–based methods which often overlook the richness

of a worker’s everyday life. I posit that we can gain a more naturalistic understanding

of workers by leveraging everyday technology dispersed in their ecology to develop

passive—automatic and unobtrusive— methods to study worker experiences.

As noted above, performance and wellbeing are important, yet complex to ascertain

simply by observer reports [4, 5]. To tackle this, researchers in I/O have developed sev-

eral survey instruments for information workers to self-report their experiences. Accord-

ingly, personnel management and human resources have followed suit and started relying
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on these instruments and what they measure. However, these surveys are often one-time

measures [6] that are scarcely revisited and too burdensome to complete for large set of

workers multiple times. As a result, such instruments ignore changes and dynamic devel-

opments in a worker’s life. In fact, the constructs measured are often rigid, such as per-

sonality [7]. The reductive nature of such measures can encourage selection and rejection

of workers as opposed to improving individual workers to their strengths. Also, for what

surveys capture, the responses are vulnerable to biases. Respondents tend indulge in im-

pression management and selective disclosure [8, 9]. Several biases are accentuated in the

work environment due to fear of the consequences [10, 11]. Therefore, surveys have sig-

nificant methodological limitations in expressing a worker’s performance and wellbeing.

Moreover, we know from the Social-Ecological Model [12], that a worker’s experience

is not limited to the self, but also their team and larger organizational variables. Survey

based instruments fail to consistently reflect this complex interplay of factors that relate to

a worker’s effectiveness. Instead, we need to investigate new approaches that can automat-

ically and unobtrusively explain information workers’ experiences in a naturalistic setting.

To meet this need, I turn to passive sensing — a dynamic approach to learning about people

without any active effort from the user [13].

Today, digital technologies are integral to an information workers’ routine. They regu-

larly use with devices like personal computers and smartphones. Additionally, they rely on

internet connectivity and communicate over social media. Everyday, workers interact with

these technologies and imprint some traces of their behaviors onto these.

Everyday digital technologies can be repurposed as an ecological lens to describe the

performance and wellbeing of information workers.

Through my dissertion, the first set of research questions I discuss investigate the fea-

sibility of these technologies to provide meaningful insights of workplace effectiveness. I

take a holistic view of the information worker by incorporating their ecological context and

demonstrate a variety of passive sensing frameworks by answering the following questions.
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RQ I. How can passive sensing frameworks explain individual worker outcomes?

RQ II. How can passive sensing frameworks explain social dynamics at a workplace?

RQ III. How can passive sensing frameworks inform organizational change?

My research harnesses multimodal sensing to computationally model worker behav-

iors and related psychosocial outcomes. I rely on passively sensing naturalistic behaviors

with technology readily available in information work; including wearables, mobiles, desk-

tops, Bluetooth beacons, WiFi router networks, and social media. For individual workers,

my analyses thus far have revealed clusters of mutable day-level activities (e.g., batched

phone use and better sleep) that explain improved job performance above and beyond in-

flexible personality assessments. For groups, I have leveraged coarse signals from WiFi

routers to empirically demonstrate that collocation patterns of team members indicate their

performance. Additionally, I have used observations from Bluetooth beacons to compute

eigenvectors of desk break routines and validate a new behavior–based construct to measure

how workers fit within a group. Further, for an entire community of workers, I have shown

that by repurposing anonymized and archival data we can provide a flexible toolkit that

can inform large-scale policy change. To support resumption of work during epidemics, I

have expressed campus mobility with WiFi router logs to design response infection con-

trol strategies that minimize disruption to learning, social contact, and space utilization.

Similarly, to describe normative perceptions of worker communities, I have described or-

ganizational culture from self-initiated posts on social media.

Despite the potential uses of passive sensing frameworks for work, it must not be con-

fused with a silver bullet. Like surveys before it, through my studies I observed the lacking

in this new approach. The remaining part of the dissertation is focused on self-reflective

questions. This segment of my dissertation begins with an inquiry of practical constraints

in these frameworks by answering the following question.
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RQ IV. What are the methodological challenges of building effective passive sensing frame-

works for information worker experiences?

Thus, I critiqued the predictive power of different sensing streams and furnish compu-

tational evidence to guide better sensor deployment practices to infer worker wellbeing. As

a result, this dissertation not only has implications for predictive uses of passive sensing,

but also informs domain experts (such as organizational psychologists and personnel man-

agement) to gather empirical evidence for workplace phenomena, develop novel measures

indicative of work outcomes, and inform experiences of a large workforce.

Answering RQ I–IV adds to the growing evidence in the field that passive sensing

frameworks promise granular data-driven insights that can inform new ways to work with-

out any burden of manual reporting. However, despite the negligible effort, adoption of

these technologies is hindered with evolving worker concerns surrounding centralization

of data with organizations, an amorphous work-home boundary introduced by burgeoning

shifts to remote work paradigms, and the power asymmetry in information work settings.

Therefore, to complete my dissertation, I addressed the following question.

RQ V. What are the sociotechnical challenges of deploying passive sensing frameworks in

an information worker’s ecosystem?

I pursued this research question through a worker-centred lens to emphasize their voice

as data subjects (or data providers) of such passive sensing frameworks. My findings were

generated from worker opinions and perceptions through two studies. In the first, I con-

ducted scenario–based interviews with information workers. This qualitative study brought

to light the expected norms of appropriate sensing and information distribution. My find-

ings express how workers imagine Passive Sensing–enabled AI (PSAI) would exist in their

work and why it could lead to powerful and punitive applications. That study also serves as

a formative counterpart to the next study. In the second study, I investigated the factors of

passive sensing frameworks that indicate a worker’s perception of its burdens and benefits.
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I conducted an interactive experimental vignette-based online survey for information work-

ers to express their perceived utility and harms for different scenarios of passive sensing. I

find statistical evidence to reflect the trade-offs between different design decisions in im-

plementing passive sensing for work. As a result, my study provides a roadmap to concep-

tualize more worker-centred passive sensing information flows. Overall, my dissertation

is motivated to guide subsequent research in the domain of using ubiquitous technology to

understand work and workers, and to provide implications that underscore the adoption of

human-centered sensing frameworks towards the future of work.

Organization of the dissertation. This dissertation is organized as follows. chapter 2

describes the background of information work and variables of interest in domain literature.

Additionally, it also describes prior work on passive sensing for work. chapter 3 describes

the common data and materials that feature through the studies described in this paper. Par-

ticularly, I summarized two passive sensing datasets for information work. Chapters 4–8,

contain various studies that answer the research questions that contribute to my thesis. In

accordance with my multi-level approach, chapter 4 describes a study to explain individual

performance with multi-modal sensing, chapter 5 describes two studies that present evi-

dence for the sensing of interpersonal dynamics, and chapter 6 describes two studies that

illustrate passive sensing frameworks that infer organizational characteristics. After these

chapters, my dissertation takes a critical stance that reflects on the previous chapters and

other related work. chapter 7 demonstrates the methodological challenges of passive sens-

ing for mental wellbeing. chapter 8 investigates the socio-technical challenges of deploying

passive sensing for information workers. Finally, chapter 9 discusses the implications of

my research for responsibly designing passive sensing for worker wellbeing.
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Table 1.1: Outline of dissertation research

Study Theme Summary Sensor(s) Index

Understanding the role
of daily activities in job
performance with
organizational
personas [14]

Passive sensing
frameworks to explain
individual worker
outcomes

Exhibits passive sensing as an
analytical lens for personnel
management to understand
performance beyond personality
assessments

Smartphone,
Wearable,
Bluetooth
Beacons

chapter 4

Leveraging WiFi
Network Logs to Infer
Collocation of Teams
and its Relationship with
Performance [15]

Passive sensing
frameworks to explain
group dynamics at a
workplace

Utilizes passive sensing to
empirically validate the social
phenomena of spatiality, which is
related to performance of coworkers

WiFi APs section 5.1

A Study of
Person–Organization Fit
Through Latent Activity
Routines [16]

Passive sensing
frameworks to explain
group dynamics at a
workplace

Illustrates passive sensing as a
means to conceive new measures of
team cohesion that influence the
performance and wellbeing of
workers

Smartphone,
Bluetooth
Beacons

section 5.2

Characterizing
Organizational Culture
with Passively Collected
Accounts of Workplace
Experiences [17]

Passive sensing
frameworks to inform
organizational decisions

Demonstrates repurposing publicly
accessible unstructured language
data to gauge organizational culture
and explain performance

Social
Media

section 6.1

Modeling Organizational
Networks to Aid
Infectious Disease
Crisis Response [18]

Passive sensing
frameworks to inform
organizational decisions

Demonstrates repurposing of
anonymized aggregated data to
describe community behavior can
help organizations resume
operations while containing a crisis

WiFi APs section 6.2

Semantic Gap in
Predicting Mental
Wellbeing through
Passive Sensing [19]

Methodological
challenges in passively
inferring psycho-social
experiences of workers

Presents empirical evidence to
critiques contemporary practices of
multimodal passive sensing
predictions for wellbeing

Smartphone,
Wearable,
Bluetooth
Beacons,
Social
Media

chapter 7

Worker Perspectives on
Passive Sensing
Enabled AI Phenotyping
of Performance and
Wellbeing [20]

Contextual norms to
inform deployment of
passive sensing into an
information work
settings

Highlights the expectations workers
have for appropriate sensing and
reasonable information sharing
paradigms within the power
dynamics of work

Various section 8.1

Vignette Analysis of
Acceptable Passive
Sensing Enabled AI
Phenotyping for
Workers

Components of passive
sensing frameworks that
determine adoption

Identifies factors that distinguish
passive sensing information flow
variations in terms of perceived
utility and perceived harm

Various section 8.2
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CHAPTER 2

BACKGROUND

2.1 Information Work

The working population is composed of a variety of different tasks that can be bucketed

into different sectors. In general, this dissertation collects studies that utilize passive sens-

ing frameworks to clarify behaviors of information workers and describes methods to sup-

port them. Information workers primarily provide value to an organization by gathering,

interpreting or creating information to support enterprise decisions [2]. Such tasks are dis-

tinct from work that involves manual labor or needs physical proficiency. This includes

farmers, factory workers, and builders — known today as blue–collar work. In fact, man-

ual work has dominated human civilization all the way through the 20th century. More

recently, however, information work has emerged to play a significant role in shaping how

our economies function. In the 1966, Drucker first described such workers in such roles as

knowledge workers [21]. Colloquially speaking, these workers “think for a living” [22] or

white–collar workers. In the strictest sense, Drucker described these workers as specialists

who create knowledge and our singular sources of it too [21]. However, with advancements

in computing technology this knowledge was externalized into storage devices as informa-

tion. Personal computers and later smartphones have made this information access ubiqui-

tous. As a result, many non-specialist workers could understand, exchange and manipulate

this information. Thus, I use the term “information work” throughout this dissertation as it

is more inclusive of broad variety of work roles prevalent today. Moreover, their work is

inherently tied to the digital technologies that I will harness to understand their work ex-

perience. In current verbiage, information workers and knowledge workers are often used

interchangeably. Several studies in the Human-Computer Interaction (HCI) and adjacent
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fields have studied information workers and their use of Information and Communication

Technologies (ICT) [23, 24, 25, 26, 27].

At the time of writing this, most estimates of report at least a billion information work-

ers across the globe [28, 29]. This includes analysts, managers, programmers, engineers,

accountants, lawyers, and academics. A large part of this boom can be attributed to the

increased penetration of ICTs that are fundamental for these workers to achieve their tasks.

While these workers are critical to the economy, the work force includes other kinds of

workers too. However, I am particularly interested in information workers because it has

been historically challenging to identify what it means for them to work effectively [30].

Especially because thinking cannot be evaluated the same way productivity in manual work

would be measured, i.e., the production of more artifacts [31]. My thesis proposes that the

very technology that information workers interact with regularly can be used as a lens to

describe their effectiveness at work.

2.2 Traditional Indicators of Worker Effectiveness

In manual work, a positive indicator is when a worker is doing things right. A worker’s

performance is typically defined by the efficiency of their output, or how quickly they

can produce tasks. By contrast, in information work, assessments of performance need

to consider if the worker is doing the right things for the organization [30]. Thus, we

shift a focus from efficiency, to effectiveness [1] — a more qualitative outlook towards

a worker’s outcomes. Rotundo and Sackett define job performance as, ”those actions

and behaviors that are under the control of the individual and contribute to the goals of

the organization”. An information worker’s effectiveness is not only determined by their

output but their overall wellbeing that informs sustainable and enriching work experiences.

An information worker’s effectiveness can be explained by a variety of factors. The domain

literature on these indicators inspire my research and drive my investigations with passive

sensing frameworks.
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Taking a multi-level approach based on the Social-Ecological Model [12], my disser-

tation discusses indicators of worker effectiveness along different levels (moving outward

from the worker): (i) intrinsic worker traits, (ii) their social relationships, and (iii) more

encompassing norms within their organization.

2.2.1 Personality

A widely studied individual attribute that explains job performance is their personality.

This is a characteristic set of motivations or perceptions that can describe how a person

is predisposed to interact with their surroundings. In the context of work, an extensively

studied framework to express personality traits is the Five Factor Model (FFM) [7]. As per

FFM, a worker’s personality can be measured along five dimensions; conscientiousness,

neuroticism, extraversion, agreeableness, and openness. Each of these is uniquely related

to different aspects of job performance.

Workers who are dutiful, organized and focused, are regarded to display high conscien-

tiousness. High performing workers have typically also been highly conscientious [33, 34,

35, 36]. Performance is also related to a worker’s ability to socialize and assert themselves

in the company of others. FFM describes this trait as extroversion. Studies have shown ex-

troversion to be correlated with high performance in people-facing roles and training pro-

ficiency [34, 37]. Since most information work is collaborative, people who are kind and

helpful are often rated as high performers [34, 37]. These compassionate characteristics

are operationalized as agreeableness. In roles requiring creativity and innovation, infor-

mation workers are required to be intellectually curios, adventurous, and inquisitive [38,

39]. These attributes are reflected by the openness trait. Therefore, depending on the role

specifics, workers that measure highly on the aforementioned traits are considered to be

high performing. On the other hand, a negative indicator of performance is a worker’s ten-

dency to be less emotionally stable and anxious. This propensity is known as neuroticism

and has often found to be negatively correlated to job satisfaction [40].
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A majority of studies exploring personality indicators of performance are based on one-

time survey instruments that collect subjective self-reported data. Having said that, not all

of this research has been entirely agnostic to the concept of context. Although personality

has consistently provided a strong signal representing job performance, it is operationalized

as a fairly stable construct that does not typically vary on a daily basis. It is restricted to

what a person is and agnostic to what they do. Beyond a worker’s intrinsic personality,

Industrial–Organizational (I/O) Psychology studies have hypothesized situational factors

that explain the variability in job performance [41]. This motivates my examination into

everyday actions that indicate job performance and understanding how it can accompany

the existing influence of personality on individual measures of performance. Since workers

leave traces on technologies they interact with and interact around, my work aims to model

these behavioral signals to explain their work experience.

2.2.2 Interpersonal Dynamics

Although personality can be a significant determinant of job performance, a worker’s abil-

ity to work is also related to their larger social ecology [12]. For instance, when workers

are collocated with their coworkers they find more opportunities for synchronous social in-

teractions [42, 43] (e.g., open offices or adjacent cubicles). Working in the same space with

the presence of others is not limited to verbal discussions and active sharing of resources.

Even the presence of others working towards a common goal allows for subtle exchange

of information through gestures and expressions [44] (e.g, is a teammate struggling, are

they too absorbed or are they available for feedback). Additionally, collocation provides

shared context that comprises common points of reference (e.g., whiteboards, post-it notes,

or verbal concepts) [44]. Moreover, it supports informal interactions that can help “op-

portunistic information exchange” and improve social ties with teammates [44]. These

social interactions keeps team members up-to-date, available for feedback and therefore

agile and innovative [42, 45]. Social interactions while collocated in the same space can
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also improve social ties between members [46] and therefore improve performance [47].

Even subtle cues of collocated social interactions are associated with longer, continuous

periods of focused activity [43]. However, very few studies have observed the importance

of collocation patterns in-the-wild. Human observation cannot represent behaviors of mul-

tiple groups over time and gather evidence the importance of these interactions between

workers. As a result, such influences are largely ignored when considering the outcomes

of a worker. My work fills this gap by using passive sensing frameworks to highlight the

importance of these interconnected behaviors within the workforce.

The social dynamics of the work place extend beyond the characteristics of events

where coworkers are collocated. These dynamics also emerge from the larger process of

socializing into the group. At work, the socialization of a worker, which is the interac-

tion between their perspectives and that of the broader community, can largely dictate their

work experiences [48]. I/O psychologists would describe this phenomenon as “person–

organization fit”(P–O Fit) [49]. This idea of fit can explain both the satisfaction and tenure

of employees [50, 51]. P–O Fit can be also manifest when when workers’ expectations do

not match that of their organization. For instance, inequity in pay can lead to attrition [52,

53], whereas a mismatch of job norms can imply reduced performance [54]. These differ-

ences in worker–organization perspectives are often studied in the domain of I/O through

survey instruments. However, many of these approaches to study these differences in so-

cialization are considered “reductionist” as they condense the organization’s norms into a

finite set of scales [55]. Other survey approaches expect participants to self-determine the

differences on a single–occasion [56, 6]. Moreover, all these approaches tend to measure

attitudes of workers, not the actual behaviors that describe socialization. I overcome these

limitations by using passive sensing frameworks to develop new behavioral explanations of

socialization at workplaces.
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2.2.3 Organizational Culture and Policy

Although organizations comprise of multiple interconnected workers, an individual worker’s

experience can be determined by other workers who are not directly related to them. De-

cisions made from higher up, or even further away in a network of connections can shape

how workers do their work.

One of the fundamental aspects that permeates to individual workers is organizational

culture (OC). Formally, this refers to a socio-cognitive model of emergent standards and

norms that help individuals to make sense of their surroundings [57, 58]. OC materializes

from the interplay of top-down expectations (from management) and bottom-up norms

(from present and former workers) [59]. OC can have stark affect on workers. For exam-

ple, toxic or unethical cultures can deplete employee morale [60] and lead to turnover [61].

By contrast, an OC that is supportive and built on positive incentive leads to greater sat-

isfaction [62] and reduction in misconduct [63]. Traditionally, OC has been studied using

a variety of theoretical frameworks [50, 64] but these assessments are limited in organiza-

tional settings because of the power dynamics [65]. When such instruments are adminis-

tered in a workplace, workers might feel uncomfortable sharing their opinion [10, 11] or

fail to respond honestly [66]. My work extends these theoretical models by using passively

aggregated worker perspectives that are self-initiated and candid.

Another encompassing determinant of worker effectiveness is workplace policy. Es-

pecially during times of crisis, organizations must take drastic decisions that impact their

entire workforce. For instance, in the wake of the Coronavirus Disease (COVID-19) pan-

demic [67], many organizations had to cease any form of in-person gathering. This closure

of spaces is a recommended non-pharmaceutical intervention (NPI) to limit spread of con-

tagious diseases [68]. However, implementing these interventions can result in a variety of

counter-productive side effects that impact both organizations and the individuals in them.

Consider organizations like university campuses, such shutdowns can deprive smaller busi-

nesses that constitute the campus ((e.g., boarding, parking, dining, etc.) [69, 70]. Even for
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individuals, policy changes can lead to developmental challenges, such as learning loss for

students when an organization moves all activities to an online format [71, 72]. Further,

such reactive policies can leave members of an organization further isolated and deplete

overall wellbeing; leading to anxiety and stress [73, 74]. Unfortunately, many such or-

ganizational decisions intended to regulate behavior are not derived from behavioral data.

Through my work I illustrate that passive sensing frameworks can provide flexible oppor-

tunities to design data-driven policies for large organizations and work spaces.

2.3 Passive Sensing Frameworks for Digital Phenotyping of Work

Over the years, different studies in the field of HCI, Ubicomp, and CSCW have inves-

tigated the potential of passive sensing frameworks to understand worker behaviors and

perceptions. This literature has enabled in-situ studies of workers without disrupting their

naturalistic work routines. These technologies can overcome the challenges faced by survey

instruments, to acquire appropriate representative data of an individual’s dynamic context.

In this section. I discuss these prior works along the same multi-level framework used

in the previous section (individuals, teams, organizations). The studies described below

motivate my work towards more holistic understanding of worker experiences.

2.3.1 Sensing Individuals

As smartphones and wearables started becoming more popular, researchers started explor-

ing ways to harness its sensors to describe human activity [75]. Early work in this space

started with using inertial sensors embedded in these devices to identify basic daily ac-

tivities like walking [76]. Eventually, this work was extended to tap into other sensing

modalities (e.g., audio) to express mental states of users [77]. These frameworks could

sense users unobtrusively and continuous because they relied on technologies that were

naturally integrated into users’ lifestyles. As a result, this type of passive sensing ignited a

variety of in situ studies involving longitudinal behavioral analysis of individuals. For ex-
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ample, [78] demonstrate the potential of smartphone sensing to indicate the wellbeing and

performance of college students [78]. Note, these frameworks are not limited to physical

technologies that an individual interacts with. [79] have shown that online platforms, such

as social media, can be used as passive sensors to infer mental wellbeing [79]. These stud-

ies indicate that passive sensing is capable of identifying a variety of human activity and

mental health constructs. Therefore, it is natural to assume that these technologies reflect

behavioral signals that could explain worker experiences.

In 2016, Mark et al. computationally analyzed the email interruption patterns of infor-

mation workers and its relationship to performance and stress [80]. Smartwatches have

also been studied to predict worker’s cognitive load [81]. Several studies have taken a mul-

timodal approach to estimating a worker’s effectiveness. Large scale-sensor deployments

have modeled the minutiae of daily behaviors to distinguish high and low performers at

information work [82]. Other studies focused specifically at time at work, have been able

to make task management suggestions to information workers based on passively sensed

activity [83]. Complementary to this, studies of workers behaviors exclusively outside

work have also indicated their performance [84]. While most of these works imply that a

worker’s activities (in and around their workday) can indicate their work outcomes, most

of these studies do not distinguish these relationships from conventional indicators such

as personality. Would single instance personality surveys still determine the same results

without the need of extensive sensor deployment? Moreover, many of these studies do not

clarify the activities that actually describe holistic workers. What does a high performer

get right that can be recommend to others? Existing approaches to utilize passive sensing

have not considered these domain driven questions.

In contrast to prior studies, I specifically aim to disentangle how, and to what extent, a

worker’s day-level activities are associated with performance independent of their person-

ality. Instead of an intelligent model to distinguish workers, I want to demonstrate passive

sensing as a worker-centered analytical lens to express positive daily activities.
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2.3.2 Sensing Teams

Sensing an information worker’s activities in isolation ignores the effects of social context

on their work experience. Several studies have attempted to bridge this gap by using passive

technologies for “socially aware computing” [85]. Using novel wearable sensors to detect

face-to-face social interactions can explain aspects of job satisfaction [86, 87, 88]. Brown

et al. modified the spatial layout of office spaces and studied the impact on interpersonal

interactions through wearables [89]. Similar approaches can also explain the social clusters

of between information workers [90]. Even digital behavioral traces, such as email interac-

tions between information workers can reflect power relations [91]. Beyond interpersonal

or dyadic interactions, other studies have been able to Other studies have been modeled

individual worker behaviors to extrapolate norms of their teams [92, 93].

Although these studies analyze the social activities of workers with passive sensing,

very few of these studies expand beyond dyadic interactions. Moreover, these studies have

been insufficient in expressing the association between social interactions and work out-

comes. I build on this literature by using passive sensing to study social behaviors within

multiple groups of workers longitudinally. My work demonstrates how passive sensing of

socially connected workers can shed light on their individual work experience.

2.3.3 Sensing Organizations

Certain aspects of an information worker’s experience are the result of phenomena that per-

meate through the entire organization. Merely sensing individual workers, or even teams, is

not sufficient to automatically determine normative behaviors, expectations or perceptions.

Prior work has suggested the potential of using social media as a passive sensor of

organizational patters [94]. Information workers often use social media for a variety of

purposes such as information seeking, knowledge discovery and management, expert find-

ing, internal and external networking, and potential collaborations [95, 96]. In fact, many

organizations even have internal social media platforms [97, 98]. Shami et al. proposed a
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tool, Employee Social Pulse — that analyzed streams of internal and external social media

data to understand opinions and sentiment of employees [99]. Linguistic analysis of simi-

lar streams of employee social media has been successfully employed to gauge employee

engagement [100, 101]. Although such social media has benefits, scholars argue that can-

did social media use within organizations can be affected by privacy-related concerns such

as the breach of boundary regulations and employer surveillance [102, 103, 104]. Instead,

I look towards public work-related social media to leverage self-contributed worker per-

ceptions. By incorporating this kind of data into a passive sensing framework, I seek to

aggregate large volumes of employee perspectives to describe affects of organizational cul-

ture on work outcomes.

Alternatively, organizational behaviors can be sensed or anticipated using different

physical sensing technologies. For instance, studies have inferred campus mobility by ac-

cessing user devices with specialized data logging applications [105, 106, 107]. However,

such approaches also fail to sufficiently represent the worker community because they re-

quire mass adoption and continuous maintenance of user devices. The lack of scale can be

of crucial importance, especially when considering decisions to respond to organizational

crises, such as an infectious outbreak. To mitigate these challenges, prior studies have

illustrated the repurposing of already existing managed WiFi networks to model physical

activity of the entire community [108, 109, 110]. My research furthers the potential of such

passive sensing frameworks to flexibly determine behavior-driven organizational policies.
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CHAPTER 3

DATA AND MATERIALS

To answer the research questions posed by this thesis, I have relied on a few datasets. The

passive sensing frameworks that I have studied use some subset of these datasets and in

some cases combine it with other data specific to that research goal. This chapter describes

those datasets as a common reference.

3.1 The Tesserae Project

The Tesserae Project [111, 94] was a large scale, multi-university effort that extended prior

efforts to use passive sensing to infer behaviors and mental states [112, 113, 79, 78]. The

objective was to leverage the commercially available technologies and understand work-

place performance longitudinally and in-the-wild.

A rolling enrollment from January 2018 through July 2018 led to a recruitment of 757

information workers. These participants were recruited from different field sites across the

United States. Participants were either compensated by direct payments or through a set of

weekly lotteries, based on the specific field site’s requirements. Participants were requested

to remain in the study for either up to a year or through April 2019. To infer participant

activity and physiological context, various off-the-shelf technologies were provided to the

participants; 1) Phone Agent—a smartphone application [78] to track phone usage (e.g.,

screen lock/unlock and GPS locations); 2) Wearable—a smartwatch (Garmin Vivosmart

3) to capture heart rate, stress, and physical activity, 3) Bluetooth beacons (Gimbal)—two

static (to track their home and work location) and two portable devices (to carry on their

person); 4) Social Media data [94]. Additionally, participants were requested to complete

an initial set of psychometrically validated questionnaires related to demographics, job

performance, personality, intelligence, affect, anxiety, alcohol and tobacco use, exercise,
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sleep, and stress, administrated via validated psychometric survey instruments. Participants

were also required to complete a variety of surveys in regular intervals (daily, every other

day, and weekly) throughout the course of the study to capture short-term fluctuations.

Demographics. A random sample of 154 participants (20% was “blinded” for external

validation [111]. My findings are based on the remaining 603 “non-blinded” participants of

which 253 reported they were female. On average a participant in the study was 34 years old

(stdev. = 9.34). A majority of the participants possessed a college degree (52%), another

significant proportion reported having a master’s degrees or graduate level certification

(43%), while few had doctoral degrees as well (4%). In terms of annual income, roughly

the same proportion of participants earned between 50-100k USD (43%) and more than

100k USD (48%) per year.

Participant Privacy and Consent. Given the sensitive nature of this data, participant

privacy was a key concern for the researchers. In addition to the informed consent form,

researchers provided participants with a technical specification document that described

the data sensed by each stream as well as methods to store and secure it. After reading this,

the participants could specifically consent to each sensing stream they wished to provide

data on. Participants could clarify their queries about the sensing streams through in-person

discussions as well as e-mails. The data of enrolled workers were deidentified and stored

in secured databases and servers which were physically located in one of the researcher

institutions, and had limited access privileges. The study was approved by the relevant

Institutional Review Boards.

3.1.1 Measures of Job Performance

Worker success was assessed along three different dimensions: task performance, organi-

zational citizenship behavior, and counterproductive work behavior [32, 114]. Participants

had to complete these surveys in an initial battery to evaluate their stable measures of per-

formance. Additionally, they also had to complete versions of these surveys in more regular
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intervals to capture more time-sensitive aspects of performance.

• Task performance: This refers to behaviors typically rewarded by the management.

It is characterized by a worker’s proficiency at tasks that transform raw materials

(objects, thoughts, or actions) into products or services [115, 114]. For example, in

firefighting the task performance can be assessed on the basis of rescue operations,

or, in software development it can be associated with bug fixes and feature deploy-

ment. While task performance focuses on a worker’s accomplishment of prescribed

duties, it does not account for their experiences during downtime (e.g., lateness),

interpersonal interactions (e.g., collaboration) or destructive behaviors (e.g., plagia-

rism) [114]. The project used the Individual Task Proficiency (ITP) scale [116] and

the In-Role Behavior (IRB) [117] scale.

• Organizational Citizenship Behaviors: These behaviors are not explicitly pre-

scribed by management, but promote welfare within the organization [118, 119, 120,

121]. Such “extra-role” behaviors are voluntary and can either be individually tar-

geted (e.g., aiding a peer) or organizationally targeted (e.g., volunteering in extra-

professional activities) [122]. Contemporary notions of worker performance argue

that at an aggregate, citizenship behaviors are as crucial as task performance in deter-

mining overall organizational outcomes [115]. Additionally, citizenship is one of the

performance metrics that is related to factors like job satisfaction, which can predict

organizational committment, turnover and absenteeism [123]. This construct was

measured using the Organizational Citizenship behavior Checklist (OCB-C) [124]

and a daily Citizenship Behavior scale [125].

• Counterproductive Work Behaviors: This refers to behaviors intended to jeopar-

dize the organization or the individuals within it [126, 127]. Examples include steal-

ing from a peer, insulting a colleague, purposefully doing tasks incorrectly. Recently,

such behaviors have been considered to be a dimension of job performance because
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they can disrupt workflows of coworkers and the organizatin itself [126]. Sometimes

this is considered as the most important metric when assessing overall workplace

effectiveness [32]. This was captured using the Interpersonal and Organizational

Deviance (IOD) scale [128] and a short-term instrument developed by Dalal et al.,

which measure interpersonal deviance and organizational deviance. Throughout this

document, I refer to these measures as “inter.deviance” and “org.deviance”.

Job performance can be measured by “self-report”, where a worker rates themselves.

Alternatively, it can be measured by “other-report”, where a supervisor or peer rates the

worker. While, the former can suffer from social-desirability effects, the latter gets inflated

by halo error — rating based on overall impression bias as opposed to specific instrument

categories [4, 5]. In practice, these approaches are not all that different. Meta-analyses of

job performance instruments have shown that there is high convergent validity between the

two methods [4, 5]. This project adopts validated self-report instruments to quantify each

of our performance metrics.

3.1.2 Measures of Psychometric Characteristics

Beyond an employee’s task accomplishment, measuring their general wellness is important

to infer their success in an organization. The wellness of participants was measured using

both survey instruments and objective measurement of physiological changes.

• Anxiety: For an individual, anxiety reflects magnitude of subjective feelings like

tension, apprehension, and nervousness. High anxiety is a marker of poorer worker

wellbeing [129]. A single item instrument developed by Davey et al. was adminis-

tered daily to compute fluctuations in anxiety[130].

• Stress: In the work context, stress can be viewed as the effect of external demands

of one’s workplace [131]. The relationship between stress and job performance has

been studied comprehensively in the past work [132]. This study used a daily single-
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item omnibus question to explore this phenomenon, “Overall, how would you rate

your current level of stress?”. This instrument was internally validated within the

program metrics of the overall project by robustly correlating it with other measures.

• Arousal: External stressors can lead to a “fight-or-flight” response in an individual.

A common physiological response associated with both anxiety and stress is heart

rate and heart rate variability. The participants’ wearable devices employed an op-

tical heart-rate (HR) sensor, combined with heart-rate variability (HRV) to compute

their arousal score periodically throughout the day. This score was categorized as

either “restful” or “stressful”. The Garmin device measured the time a user spent in

each state daily. According to Firstbeat Technologies, (the analytics behind Garmin’s

HealthAPI [133]) when an individual exhibits low HR and high but uniform HRV

they are considered to be in a recovery state or at rest as the effect of the SNS on the

body diminishes [134]. Typically this indicates relaxation, such as sitting or sleeping.

On the contrary, when an individual’s HR increases and their HRV drops below their

baseline (rest) their SNS dominates, activating the body into a stress state. Experi-

ments with Garmin reported that in free-living conditions, using HR to infer stress

demonstrated low error (approximately 5% Mean Absolute Percentage Error) in esti-

mating V O2 max— maximal oxygen update, which is a key physiological indicator

of stressful arousal [135]. External studies have also found that Garmin’s HR based

inference of V O2 max were highly correlated (r = 0.84) with measurements from

clinical instruments [136]. Garmin wrist worn devices have been used by researchers

in the domain to provide physiological ground truth for modeling passively sensed

behavioral signals [137, 138].

3.1.3 Passively Sensed Data

Unobtrusive, automatic and continuous activity data of participants was collected through

different sensor streams, (i) smartphone, (ii) wearable, and (iii) Bluetooth beacons, (iii) so-
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Table 3.1: Activity features derived from offline sensors; �: Wearable, �: Phone Agent,
�: Beacon
* : includes features aggregated by epochs, i.e, 24 hours, 12am - 6am, 6am - 12pm, 12pm
- 6pm and 6pm - 12am

Category Features Stream

Activity Label Still duration*, walking duration*, running duration*,
unique activity count

�

Movement Steps count, steps goal, floors climbed, floors goal,
distance covered

�

Mobility unique location count, total location count, inter-
location distance

�

Sleep Sleep duration, sleep debt, time of wakeup, time of
bedtime

� �

Screen Unlock Duration*, Unlock Count* �
Presence Work session duration, desk session duration, desk

session count, percentage time at work, percentage
time at desk, 30–minute break count

�

Colocation Time of first and last interaction, number of interac-
tions, number of unique participants, duration of in-
teractions, percentage alone, percentage with at least
one other/two others/three others

�

cial media data. The application installed in the smartphone [78] measured screen activity

(or device use), tracked GPS location, and provided activity labels [139]. The wrist-worn

wearable estimated activity duration, step counts and was combined with the screen usage

to yield sleep features. Lastly, the Bluetooth beacons were placed on the front door of the

participant’s residence and on their work desk. These beacons were observed by the phone

agent [140] on the individual to infer the time they spent on their desk, when they came

into work, and how frequent their time away from the desk was [16]. Table 3.1 summa-

rizes the features derived from the physical sensors (for offline activity). These features are

grounded in prior works of passive sensing [78, 141, 82, 79]

Language on social media was used to infer psycholinguistic attributes participant posts

by using LIWC (Linguistic Inquiry and Word Count) [142] This lexicon has been used in

prior work to study mental health and wellbeing through social media [143]. For my stud-

ies, I used 50 categories of LIWC that could segregated into the 9 different groups [143],
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Table 3.2: Language features derived from social media

Category Features

LIWC Affective attributes: anger, anxiety, negative and positive affect,
sadness, swear; Cognitive attributes: causation, inhibition, cog-
nitive mechanics, discrepancies, negation, tentativeness; Per-
ception: feel, hear, insight, see; Interpersonal focus: first per-
son singular, second person plural, third person plural, indef-
inite pronoun; Temporal references: future tense, past tense,
present tense; Lexical density and awareness: adverbs, verbs,
article, exclusive, inclusive, preposition, quantifier; Biological
concerns: bio, body, death, health, sexual; Personal concerns:
achievement, home, money, religion; Social concerns: family,
friends, humans, social

Sentiment Positive score, negative score, neutral score
N-Grams Top 500

affective attributes, cognitive attributes, perception, interpersonal focus, temporal refer-

ences, lexical density and awareness, biological concerns, personal concerns, and social

concerns. Additionally, posts were characterized with sentiment analysis (score for posi-

tive, negative and neutral label) [144]. Lastly, this data provided a large set of open vocab-

ulary features, i.e., the usage of the top 500 n-grams [145] within the corpus of all posts

in the study. These features were sparse because n-grams do not appear consistently on all

posts but are still a mainstay in language-based predictions of mental wellbeing [146, 147,

148]. Table 3.2 summarizes these features extracted from social media.

3.2 CampusLife WiFi Logs

To understand the social dynamics and larger community-driven behaviors of workers, I

leveraged a university campus’ WiFi infrastructure. This network enables 40, 000 unique

users every year to connect to the internet via 6, 959 different access points distributed be-

tween 204 different buildings. This helps conceive passive sensing frameworks that can

utilize retroactively study behaviors and inform workplace decisions. Arguably, students

within a university of higher-education are not working, as most of them are not expected

to provide labor to the university. However, the overall behaviors of university students are
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not very different from information workers — their daily life involves information gath-

ering, interpretation and creation (through classroom learning and projects). Moreover, the

WiFi infrastructure also captures the behaviors of faculty, staff, researchers, and assistants.

Therefore, to answer my research questions, I consider a university population as a proxy

for a large organization using such data.

The IT management facility at Georgia Tech (GT) accumulates WiFi access point logs

over time. This is common in most universities with managed WiFi infrastructure. The

logs indicated the WiFi access point (AP) that a WiFi user’s device was associated with.

Thus, it can be used to infer dwelling locations of users across the entire campus. However,

this approach is limited to indoor spaces where AP s are located and the scope of this

localization is at the granularity of a room or suite [108, 149]). These logs do not contain

any personally identifiable information and locations are also coded. I actively collaborated

with IT management to define safety and security safeguards that allow us to obtain a

deidentified version of these raw logs.

My research has leveraged this infrastructure for two different samples:

1. Design Project Teams (Spring 2019): With approval from our Institutional Review

Board, I obtained consent from 186 students to analyze deidentified versions of their

WiFi association logs. They were also required to complete an entry survey. Partic-

ipants were remunerated with a $5 gift-card for enrolling. 170 students were in the

age range of 18-24 years, and 16 were of age 25 and above. Among these students,

59 reported female (32%). As per the official headcount 25% of the students within

the CS major have been recorded as female. This sample’s data was analyzed retroac-

tively starting from January 1, 2019 for 14 weeks. Participants from this sample were

used for developing the fundamental passive sensing framework and testing its reli-

ability. More importantly, this population was used to investigate passive sensing to

explain effectiveness in teams.

2. All Visitors (Fall 2019 – 2020: I was able to study a larger volume of logs to under-
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stand organizational–, or in this case, community–patterns. This was made possible

using a data-use agreement and a new ethics protocol that was approved by the Insti-

tutional Review Board (IRB). I analyzed logs from August 2019 through Dec 2020.

Each day, approximately 33, 000 different people connected their devices to the WiFi

network on campus. This population was entirely anonymous and this data was not

combined with any other student-centric information. Overall, this data helped de-

termine normative behaviors and drive organizational decisions.

Privacy. Participant privacy was a key concern for us. The two core streams of data,

course outcomes and WiFi AP logs, are both de-identified and stored in secured databases

and servers which were physically located in the researchers’ institute and had limited

access privileges. The study and safeguards were approved by the Institutional Review

Board of the authors’ institution.

3.2.1 Managed WiFi Network

Every AP installed on campus is mapped to a building ID and a room ID. The room ID

indicates the room closest to the AP or the room that contains the AP ( Table 3.3). Every

entry in the log documents an SNMP (Simple Network Management Protocol) update in

the network. This update is triggered when APs see a change, i.e., a device connects, or

through an SNMP poll request to the AP that returns connected devices. Therefore, the

log itself indicates that a device is in the vicinity of an AP, but without information of the

client RSSI, this inference has a low spatial resolution. Moreover, the logs for a connected

device are erratic because of variable connectivity settings in the device agent (e.g., the

WiFi turns off when inactive). The irregularity in log updates leads to a low temporal

resolution. The low resolution is what introduces “coarseness” to this data. Outside of

the specific association timestamps—when an AP responds to an SNMP poll or a client

switches APs—the connected device is invisible in the logs. For less than 5% of the APs,

an AP shared a space label with another AP. This many-to-one mapping is typically in the
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Table 3.3: Sample raw log

Field Sample

Timestamp Apr 1 00:10:51
Update Type snmpupdate
Anon. User 2099
User Device c4:7d:eb:0f:df:d5
AP ID 40:cd:14:b2:02:c0
AP Label 122S-209

case of large halls and auditoriums. I resolved such many-to-one associations by using

APs as a proxy of the space they are associated with. Therefore, individuals connected to

different APs in the same space will still be identified as collocated. Similarly, an individual

could connect to the network with multiple devices. However, less than 1% logs show that

a user is connected to multiple APs around the same time.

Coarse Localization. Like most universities, GT’s managed WiFi network is not

equipped with any Real-Time Location System (RTLS) [150, 151]. RTLS systems use Re-

ceived Signal Strength Indicator (RSSI) values from multiple neighboring APs to provide

high precise localization of individuals in terms of time and space. However, deploying

such systems requires surveying the entire network. Additionally, precision localization

raises more privacy concerns. These factors together make it challenging for universities

to justify the deployment of RTLS, unlike small retail settings that can monetize RTLS

insights directly (e.g., insights on footfall can be tied to improving revenue).

3.2.2 Inferring Mobility, Dwelling, and Collocation

The sample of design students included 2 sections (referred to as “1A” and “1B”), where the

instructor provided lecture-by-lecture attendance information for the participants. I used

the attendance records of these 46 students to inform the heuristics and test the reliability of

the localization using these logs. By modeling logs accumulated in the 30 minutes before

and after the lectures of sections 1A and 1B ( Table 3.1), I was able to infer a user was

moving when successive logs show connections to different AP s. By considering the 90th
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Figure 3.1: Markers represent log updates. The red vertical
lines demarcate the lecture period. Consider Participant 2173.
They associated with an AP outside the building, then logged
an entry at an AP in the same building before logging an entry
in the classroom, almost 8 minutes later.

Figure 3.2: The me-
dian portion of time
a user is disconnected
from campus for a
given hour for a day of
the week

Figure 3.3: Dwelling Segments. The time periods between moving segments are interpo-
lated as dwelling segments

quantile of the intervals between 2 different logs (233 seconds), I was able to determine if

a device was roaming and by proxy, the user was moving.

The user was considered to be dwelling for any time segment when they are not mobile

( Figure 3.3). However, a user could also be outside of the network, or disconnected from

it, during two periods of movement. To account for this, I filtered out disconnection periods

by identifying large intervals (greater than 76 minutes) between successive logs. Based on

this heuristic, the disconnections were found to be more common weekends and before or

after class times (Table 3.2).

In general, when two users were found to be dwelling near the same AP at the same
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time they were considered to be collocated for the overlapping period.

3.2.3 System Reliability

To quantify the reliability of this coarse localization technique, I evaluated the attendance

of the 46 students in 1A and 1B for the 34 lectures that occurred in the sample data period.

Even though every AP’s coverage on campus might vary, when students collocate to work

outside lecture times they typically gather in breakout rooms, empty classrooms, library

spaces, or other similar indoor spaces. Hence, I considered presence in class a reasonable

ground truth to evaluate the reliability of our proposed automated method.

Missing Data. On certain lecture days, I did not find any WiFi log entry for some

students. The red stacks in Table 3.4 show the number of students per lecture with no

log entries for section 1B. Comparing this to the attendance records showed that 93% of

the times a student does not appear in the logs, they were actually recorded as present by

the instructor. One possibility is that the student either had all their devices turned off or

connected to a different network (e.g., cellular data, or the guest network). Every student

in our sample had no WiFi log entries on at least one lecture they attended (the median was

five lectures). Therefore, despite its pervasiveness, leveraging the managed network can

still miss out on students who were actually present. For such occurrences, the automated

method cannot ascertain presence or absence and therefore, I exclude these student records

(for that lecture) from further analysis.

Accuracy. I considered a student to be in class if any time during class they were in-

ferred to be dwelling at their respective lecture room’s AP. I found 89% agreement between

the instructor’s record of who was present and our estimated record, a precision measure-

ment. Also, the false discovery rate was 0.103. Therefore, WiFi logs rarely indicated a

student was at a location when they were not physically present. The false positives were

possibly the result of students failing to record their name on the attendance sign-up sheet,

possibly because of showing up late to class. Alternatively, for every instance when the
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Figure 3.4: Each stack depicts where students were found to
be connected — the lecture room’s AP, another AP in the same
building, to the campus network, or not connected at all.

Figure 3.5: Actual vs
inferred attendance —
Precision: 0.89, Re-
call: 0.75

student was present, this method inferred them to be collocated 75% of the time—recall.

For reference the false negative rate is 0.25. A false negative could occur when a student’s

device connects to a different AP on the network. Figure 3.3 denotes these as the orange

segments. A device could also connect to an AP that is physically further away because the

signal from their closest WiFi was attenuated [152].

To summarize, the F1-score of such a system can be interpreted as 0.81 (Table 3.5).

It has high precision, but with a specificity of (0.74), it can erroneously mark students as

absent when they were present. In the future, this can be addressed by deploying a broader

set of APs for a given location.
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CHAPTER 4

PASSIVE SENSING FRAMEWORKS TO EXPLAIN INDIVIDUAL WORKER

OUTCOMES

A large part of an average information worker’s routine actually involves thinking. Infor-

mation workers cannot be gauged merely by production of commodities. Understanding

what makes a worker effective needs a more holistic outlook that focuses on the workers

motivations and expectations.

One common outcome that determines a worker’s effectiveness is their performance at

work. Theoretically, a worker’s performance is considered a function of both their inherent

personality and their daily activities [153, 154]. Yet, in practice, personnel management

only incorporates personality-assessments to forecast job performance because traditional

organizational research considers personality traits to be the most robust predictor of work-

place functioning [155, 156]. However, personality assessments have limitations. First,

the instruments used to measure personality rely on self-reports, which are vulnerable to

feigning and self-presentation leading to subjective results [157]. Secondly, since changes

in personality are only observed over long periods of time [158], its rigidity presents an

inflexible view of a worker’s job outcomes. In contrast, a worker’s activities can be objec-

tively measured and be flexible to changes. Therefore, by learning how actions determine

workplace experiences, personnel management units would have the opportunity to recom-

mend day-level activities to improve performance.

However, we have had little evidence indicating the relationship between daily activities

and worker performance. Studying activities was once considered challenging because

instruments like surveys, which rely on manual reporting, could not record the dynamic

(moment-by-moment) in situ information nature of human activity. Passive sensing has

changed this. Therefore, it is natural to ponder, how passive sensing can be extended to
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clarify activities of information workers.

RQ I: How can passive sensing frameworks explain worker outcomes?

In this chapter, I describe a study to empirically validate that personality and activity

context are independently associated with job performance. I present the concept of an

organizational persona — an intersection of two components; activity, which is sensitive to

situational dimensions and demands; and personality, which is develops intrinsically. In my

study, I demonstrate the use of off-the-shelf commercial technologies as a passive sensing

framework combined with classical machine learning techniques to identify personas in a

diverse organizational population.

This chapter specifically documents:

• Discovering Organizational Personas: I describe an automated unsupervised clus-

tering approach to discover meaningful organizational personas, which are compos-

ites of a trait-based personality facet and a dynamic, longitudinal activity facet.

• Interpreting Organizational Personas: I provide meaning to the four different per-

sonas I uncover by elaborating the various facets they are composed of.

• The Role of Personas in Understanding Job Performance: I examine how per-

sonas can reveal the association between an individual’s activity context and their

workplace functioning independent of pre-established relationships of personality to

job performance.

Through my work, I show that passive sensing frameworkers can highlight organiza-

tional personas. These organizational personas provide a descriptive lens to interpret how

daily activity data can complement personality to explain job performance.
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(a) ITP (b) OCB (c) Inter.Deviance (d) Org.Deviance

Figure 4.1: The distribution of participants for different job performance variables with the
red line indicating the mean

Table 4.1: Descriptive statistics of the job performance variables and personality traits

Measure Mean Std.Dev Range Scale

ITP 4.58 0.5 2.67-5 1-5
OCB 56.87 10.73 26-100 20-100
Inter Deviance 11.5 5.37 7-36 7-49
Org Deviance 20.48 7.56 12-53 12-84

(a) Job Performance

Measure Mean Std.Dev Range Scale

Neuroticism 2.46 0.78 1-4.92 1-5
Conscientiousness 3.89 0.66 1.92-5 1-5
Extraversion 3.44 0.68 1.67-5 1-5
Agreeableness 3.87 0.56 2.08-5 1-5
Openness 3.82 0.61 1.67-5 1-5

(b) Personality

4.1 Data

This study involves data from information workers who were recruited as a part of The

Tesserae Project (section 3.1).

Self-Reported Data. The analyses presented in this chapter are only concerned with

the personality metrics and job performance. Participants completed surveys to describe

their personality based on the FFM(Table 4.1b). The personality measures were used to

establish a baseline for performance in accordance with traditional approaches to evaluate

information workers. I characterized job performance along three dimensions, task perfor-

mance (ITP), citizenship behavior (OCB), and deviance. Participants were evaluated based

on their response to different survey instruments (Table 5.7).

Passively-Sensed Data. To develop the passive sensing framework, I analyzed three

different sensing streams — the smartphone, the wearable, and Bluetooth beacons. These

streams described the daily activities of information workers at a daily level (Figure 4.2).

For each participant, the feature values were summarized as the mean (of their study dura-

32



(a) Bluetooth Beacon (b) Wearable (c) Phone Agent (d) Study Duration

Figure 4.2: The distribution of participants by the number of days they provided data in
each stream.

tion), in order to represent the sensed activity of their average day ( Table 4.2). To describe

the features, I have semantically segregated similar features into multiple sets :

• Physical Activity: The Phone Agent used the Google activity Recognition API [139]

to measure the duration of different physical activities. Additionally, the wearable

provided the distance traveled on foot.

• Sleep: The Garmin API provided information was supplemented with the phone

unlock signals to infer an individual’s sleep duration. Besides this, the dataset also

computes sleep debt or deficit.

• Mobility: The number of locations a participant visited and the distance between

these locations was calculated using the GPS coordinates logged by the phone agent.

A DBSCAN clustering algorithm was used to identify significant locations across all

the data-points.

• Phone Use: The Phone Agent recorded timestamps when the participant either locked

or unlocked the screen. This was used to infer the number of unlocks as well as the

duration of phone use (by measuring the time between an unlock and a lock).

• Desk Activity: The Gimbal API [140] in conjunction with the phone agent captured

moments when particular beacons are within the range of an individual. Using the

sightings of the static bluetooth beacon placed on a participant’s desk, desk sessions

and break sessions (of varying intervals) were inferred.
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Table 4.2: 30 activity features representing the objective situations of the participant were
derived and examined, this table shows a subset of them; �: Wearable, �: Phone Agent,
�: Beacon

Context Representative Features Stream

Physical Distance On foot, Still Duration � �

Sleep Sleep Duration, Sleep Debt � �

Mobility Locations Visited �
Screen Unlock Duration, Unlock Count �
Desk Desk Session Duration, 30 Minute

Break Count
�

4.2 Discovering Organizational Personas

I operationalized an organizational persona as a combination of a personality facet and

an activity facet. Activity is a mutable attribute, thus making it interesting to investigate

in studies of performance and wellbeing. Contrary to personality, the malleable nature of

activity presents the opportunity to manipulate it for experimental studies.

To obtain these facets, I employed a clustering method to identify mutually exclusive,

homogeneous group of characteristics, which can be used to describe the participants. My

approach centers on a specific fragment of context, activity — what someone does.

4.2.1 Feature Selection

At a formal level, the features I use express how an activity is performed (for e.g., duration,

distance, count) and/or when it occurs (for e.g., throughout the day, from midnight to 6am,

6am to noon, etc.). The activity contexts shown in Table 4.2 can be extended on the basis

of such qualities leading to a total of 30 features. Excessive features can add noise and

latency to the modeling algorithm [159, 160]. Thus, to mitigate these effects I filtered out

the most distinguishable features within my sample. Features like “outgoing calls” were

rejected due to its sparse signal, i.e, event-contingent activities that occurred less than once

a day were dropped. This was followed by a step-wise Variance Inflation Factor method

[161] that eliminated features with high multicollinearity, for e.g., the phone unlocks from
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Table 4.3: Standard coefficients of activity features when using multiple different regres-
sion models for each activity (an example of the variable-centered approach). These are
useful for describing the variables but not the individual.
M : performance metric ∼ personality traits + activityi (‘-’:p¡1, ‘.’:p¡0.1,
‘*’:p¡0.05, ‘**’:p¡0.01, ‘***’:p¡0.001)

Activity Feature ITP OCB Inter Deviance Org Deviance

Locations Visited (12am-6am) - - 3.61 × 10−1* 6.58 × 10−1**
Locations Visited (12pm-6pm) - - 2.77 × 10−1* 5.25 × 10−1**
Distance-On foot −1.85 × 10−5* −3.82 × 10−4* -
Unlock Duration (12am-6am) - - −2.31 × 10−4* -
Unlock Duration (6am-12pm) - - −5.39 × 10−4** -
Unlock Duration (12pm-6pm) - - −5.74 × 10−4** -
Unlock Count (12am-6am) - - - 1.12 × 10−1* -
Unlock Count (6am-12pm) - - - 3.78 × 10−2* -
Unlock Count (12pm-6pm) - - - 5.49 × 10−2* -
Desk Session Duration - −8.66 × 10−4* - -
30 Minute Break Count - 3.20 × 10−1* - -

6pm to 12am can be explained by other features. For this step, a VIF threshold of 10 was

used and the topmost feature was removed successively. Carefully curating features that

depict activities followed by a few computational heuristics helped minimize the activity

information to a set of 16 features.

4.2.2 Person-centered Approach

The selected features were fed into clustering algorithms to characterize the dominant pat-

terns of personality traits and day-level activities. The use of classical clustering methods is

motivated by a methodological perspective known as the person-centered approach [162].

Not only is “clustering” a popular method in organizational research [162, 163, 164], the

person-centered approach views the individual as an “integrated totality” [164]. This is

an alternative to variable-centered approaches that study human-centered data since those

methods often treat individuals as a collection of isolated features [162].

Compared to variable-centered methods, person-centered methods can simplify the

main effects and interactions of a large set of features through cluster representations. For

example, we can consider taking a variable-centered procedure to unpack the role of per-
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(a) Personality (b) Activity

Figure 4.3: 5 PCs for personality and 9 for
activity are needed to explain 90% variance
in their respective feature spaces

(a) Personality (b) Activity

Figure 4.4: A representation of k-means
clustering of the data along the first 2 PCs
— explaining approximately 60% variance
in the personality and 40% variance in ac-
tivity.

sonality and activity by building multiple linear regression models. These models test the

relationship between activity features and job performance metrics after controlling for

personality traits. Table 4.3 shows which of the 16 shortlisted features exhibit significant

associations with performance through the lens of a variable-centered method.

However, given a large number of separate models corresponding to each of the fea-

tures, this framework is susceptible to false positives [162]. Theoretically, a variable-

centered approach should account for multiway interactions between the features, but this

requires including multiple interaction terms (multiple two-way terms, multiple three-way,

and eventually n-way terms) [162]. Therefore, in studies that describe individuals along

multiple-dimensions, regression models can often get bloated and challenge interpretabil-

ity. On the contrary, taking all the activity features as a whole is more conceptually

grounded and domain-driven [162] way to capture the interplay of dimensions. A person-

centered method is a minimalist technique to meaningfully understand the nature of the

individuals in a sample by capturing the interactions within the features concurrently. 1.
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(a) k = 2 (b) k = 3 (c) k = 4

Figure 4.5: Silhouette plots for different k in the personality space. The red vertical line
represents the average silhouette score

4.2.3 Clustering Procedure

Before proceeding with clustering, I transformed the selected features for the best possible

algorithmic results. To make the comparison across dimensions more equitable, I stan-

dardized the features into Z-scores [166] – the number of standard deviations a participant

differs from the mean. This was followed by a Principal Component Analysis (PCA) to

overcome the loss of precision in distance measures of high-dimensional spaces [167]. This

dimensionality reduction technique transforms data into orthogonal dimensions. Based on

a 90% threshold for explanatory variance I retained all 5 principal components in the per-

sonality facets the first 9 for the activity facet (Fig Figure 4.3b and Fig Figure 4.4).

Given my unsupervised approach, I first investigated which clustering method would be

most suitable for the data. I tested these methods on the different feature spaces (personality

and activity). The K-Means method was chosen and then applied to both feature spaces

based on the best average silhouette score [168] ( Table 4.4).

For K-Means, to determine the number of clusters I used the Silhouette Method [168].

Figure 4.5 and Figure 4.6 visualize the silhouettes based on how closely each point in a

cluster is matched to the cluster. I found that the highest average silhouette score in both

cases is at k = 2.

To summarise, I identified two distinct clusters in the personality feature space and

1Note: This process is not meant to supersede regressions, it is simply an alternate lens to examine
individuals [165]
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(a) k = 2 (b) k = 3 (c) k = 4

Figure 4.6: Silhouette plots for different k in the activity space. The red vertical line
represents the average silhouette score

Table 4.4: Silhouette scores per clustering algorithm;
k represents the number of clusters

Activity Personality
score k score k

K-Means 0.214 2 0.207 2
Hierarchical 0.205 2 0.195 2
Affinity Propagation 0.074 47 0.153 46
DBSCAN -0.289 2 -0.241 2

Table 4.5: Number of participants in
each persona

P1 P2

C1 120 106
C2 210 167

two dominant groups in the activity feature space for the participants. Each feature space

corresponds to a facet in the organizational persona. For simplicity, I labeled the personality

facets as P1and P2; similarly, the activity facets were labeled as C1and C2. Table 4.5 shows

the distribution of the participants across the personas.

4.3 Interpreting Organizational Personas

Fundamentally, I envision an organizational persona as a construct that encapsulates the

most discernible aspects of inherent traits (personality) of dynamic states (day-level activi-

ties) shared by a population of workers.

4.3.1 Meaningful Representation of Clusters

The high dimensionality of my feature spaces can make interpretation of clusters chal-

lenging [169]. I performed an ANOVA comparing the cluster means for each feature. If

the F -statistic value (ratio of between-group variance and within-group variance) was sig-
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Table 4.6: Results of ANOVA, comparing each cluster along different features; only fea-
tures with F statistics significantly greater than 1 were retained; �: Wearable, �: Phone
Agent, �: Beacon

Feature Name Source p-value F-stat
Explanatory Features
Locations Visited (6am-12pm) � 2.55 × 10−97 645.92
Locations Visited (12am-6am) � 2.17 × 10−74 445.35
Locations Visited (12pm-6pm) � 1.33 × 10−71 423.28
Unlock Duration (12am-6am) � 1.20 × 10−51 278.44
Unlock Duration (6am-12pm) � 1.60 × 10−43 225.55
Unlock Duration (12pm-6pm) � 2.23 × 10−41 212.15
Unlock Count (12am-6am) � 4.07 × 10−37 186.15
Unlock Count (6am-12pm) � 3.27 × 10−25 117.96
Unlock Count (12pm-6pm) � 9.44 × 10−22 99.30
Desk Session Count � 2.38 × 10−16 71.23
Sleep Duration � � 5.10 × 10−14 59.50
Still Duration (6am-12pm) � 1.59 × 10−11 47.21
30 Minute Break Count � 2.90 × 10−8 31.60
Desk Session Duration � 3.85 × 10−8 31.02
Pruned Features
Sleep Debt � � 1.03 × 10−1 2.66
Distance On-foot � 5.60 × 10−1 0.34

nificantly greater than 1, that feature was considered to sufficiently discriminate between

clusters and thus non-trivial in describing a cluster [170]. For the personality clusters, all

the features were retained, i.e. every trait was a good discriminator among the clusters.

For the contextual clusters, however, two features were pruned out and the remaining 14

features were used to interpret these clusters ( Table 4.6).

4.3.2 Personality Facets

A descriptive summary of different personality composites in our sample replicates con-

structs within established person-centered typologies, such as the ARC taxonomy [171]:

• P1— High Conscientiousness, openness, extraversion and agreeableness, Low Neu-

roticism:

This group scored high on all the personality factors except neuroticism. This cluster

resembled the “Resilient” personality type based on the ARC taxonomy [171]. This
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Figure 4.7: The Z-Scores of the personality
clusters help distinguish the relative differ-
ence between the clusters features

Table 4.8: Absolute value of personality fea-
tures across clusters
�: values higher than mean, �: values lower
than mean

P1 P2 Mean

Openness 3.92 � 3.69 � 3.82
Conscientiousness 4.20 � 3.50 � 3.89
Extraversion 3.73 � 3.09 � 3.44
Agreeableness 4.09 � 3.61 � 3.87
Neuroticism 2.01 � 3.00 � 2.46

Participant Count 330 273 603

type is known to be most robust to psychological adaptability. In their approach, Ger-

lach et al. demonstrated that this composition of traits is often considered desirable,

making it a role-model class [172].

• P2— Low Conscientiousness, openness, extraversion and agreeableness, High Neu-

roticism:

These individuals are generally the polar opposite of P1in relation to conscientious-

ness and neuroticism. Their conscientiousness was 16.67% less than P1and neuroti-

cism was 49.2% higher than P1. In terms of the ARC taxonomy, this group is similar

to the “Overcontrolled” type that tends to be relatively antisocial [171].

Table 4.7 shows how each cluster varies along different traits with Table 4.8 depicting

their absolute values.

4.3.3 Activity Facets

Unlike the clustering of information workers based on personality traits, the activity-based

clustering has not been explored. This section describes the clusters in terms of the con-

fluence of action-strategies participants employed to adapt to daily contexts. The dominant

activity patterns in the passively-sensed data are described as follows:
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• C1— High Mobility, Interruptive Phone Use, High Desk Dwelling, Low Sleep:

Individuals exhibiting this activity facet are relatively the most mobile. We see this

pattern practically throughout the day (across all three 6-hour windows). In the morn-

ing from 6am to 12pm, members of this group visit about 7 distinct locations. It is

worth pointing out that this does not necessarily imply a greater amount of physical

activity since the average time they remain still is only 12 minutes less than the aver-

age. Similarly, this group was almost indistinguishable in terms of distance covered

(note the poor F−statistic on Table 4.6). This gives us reason to believe that com-

mute might be one of the cardinal activities of their day.

Another distinct aspect of this group is interruption-heavy phone use. Since mem-

bers of C1exhibit lower duration of contiguous phone use and complement this with a

high number of device unlocks it could indicate a greater disposition to interruptions.

Despite these digital interruptions, their duration at desk exceeds the average. They

also exhibit fewer instances of leaving their desk (break count).

On average they sleep 20 minutes less than the mean. This could either be because

of more commute (visit about 1 location more than average at night) or because of

interruptions (unlock the phone 5 more times than average).

Considering the concurrence of such action markers, C1could represent workers who

travel frequently and mostly work from the desk where they collaborate or commu-

nicate often, but remotely.

• C2— Low Mobility, Batched Phone Use, Transient Desk Dwelling, High Sleep:

Members of C2 log far fewer distinct locations throughout the day. The amount of

time they are still is slightly higher than average, but their physical movement is not

significantly lower ( Table 4.6).

Interestingly, in contrast with to C1, these individuals demonstrate contiguous phone

use or “batching” [80]. They unlocked the phone fewer times than usual, but their

duration of use was longer. For example, from 12am to 6am, they unlocked their
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Figure 4.8: Heatmap showing the Z-Scores of contextual clusters

phones around 6 times less than C3, but they used the phone for 35 minutes longer.

Another divergent aspect of this cluster is their desk activity is an inverse of the

previous group. They log far more desk sessions, but the average duration is shorter

and the number of breaks is higher. This ties in with their phone use patterns as well.

In addition to these qualities, this set of individuals end up sleeping longer as well.

Even though they use their phone longer, the fewer interruptions could indicate better

resting due to lack of interference.

These workers spend most of their time in one place but not necessarily at their desk.

This implies more frequent physical collaborations within a site, and digital tasks

being coordinated into chunks.

Figure 4.8 shows how each of these groups differs for different contextual factors. The

absolute values for the activity attributes of these clusters can be referred to in Table 4.9.

4.3.4 Combining Facets to Construct Personas

Each personality facet combines with each activity one to give rise to a persona. With

2 facets of each kind, this approach renders 4 personas, referenced subsequently in the

form of PiCj . I performed a χ2 test to measure the association between the two facets

and found no significant association (p = 0.59) between them. Therefore, individuals of
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Table 4.9: Absolute value of activity features across clusters; �:
above mean, �: below mean

C1 C2 Mean

Physical Activity
Still Duration (12pm-6pm), minutes 433.23 � 453.43 � 445.43
Mobility
Locations Visited (12am-6am) 3.20 � 1.37 � 2.11
Locations Visited (6am-12pm) 7.36 � 2.43 � 4.44
Locations Visited (12pm-6pm) 3.87 � 1.58 � 2.51
Distance-On foot, meters 4836.65 � 4713.79 � 4760.69
Phone use
Unlock Duration (12am-6am), seconds 568.53 � 2671.83 � 1846.57
Unlock Duration (6am-12pm), seconds 293.59 � 1418.34 � 978.56
Unlock Duration (12pm-6pm), seconds 332.28 � 1361.40 � 957.61
Unlock Count (12am-6am) 12.06 � 6.37 � 8.59
Unlock Count (6am-12pm) 40.53 � 24.08 � 30.51
Unlock Count (12pm-6pm) 21.19 � 12.79 � 16.08
Phone use
Desk Session Duration, seconds 1379.38 � 827.86 � 1040.65
Number Desk Sessions 15.02 � 31.37 � 25.01
30 Minute Break Count 3.70 � 5.10 � 4.55
Sleep
Sleep Duration, hours 6.84 � 7.36 � 7.16
Sleep Debt, hours 1.38 � 1.30 � 1.33

Participant Count 226 377 603

the same personality facet are equally likely to exhibit qualities of any of the two activity

facets; and vice-versa. This is an important result to establish independence between our

two constructs before comparing its effect on job performance.

Without the distinction mentioned above, it would be a struggle to elucidate the effect

of personality and activity patterns on job functioning independent of the other factor. This

two-faceted approach provides the flexibility to test the isolated effect of each factor as well

as the interaction effect of each cluster.

4.4 Using Organizational Personas to Analyze Job Performance

This section will detail how to evaluate organizational personas in a m × n design where

m is the number of personality facets and n represents the different types of activity con-

figurations.
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4.4.1 Significant Main Effect

Analyses

The two personality facets along with the two activity facets inform a 2×2 factorial design

for ANOVA. This analysis will help reveal:

• If personality type effects individual job performance irrespective of their daily activ-

ity pattern — Do personality clusters from our person-centered approach replicate

relationships in the literature?

• If day-level activity pattern effects individual job performance independent of their

personality type — Do regular dynamic-activity patterns add new information over

and above personality type?

• If personality and daily activity have a combined effect different from the sum of

their whole in determining job performance — Do the two independent factors (per-

sonality and activity context) interact significantly?

.

I used a two-way non-parametric ANOVA test to compute the main effects of a worker’s

personality facet and activity facet with respect to the 4 job performance measures we col-

lected from the initial enrollment survey (ITP, OCB, interpersonal deviance and organiza-

tional deviance). Specifically, I employed the Aligned-Rank Transform test [173, 174] — a

robust measure that accounts for non-normality and can accommodate multiple categorical

variables as independent variables (personality facet and activity facet).

Findings

The results of the previously described tests are recorded in Table 4.10. As prior work

in organizational studies has posited, the personality facet of a worker is, in fact, po-

tent in distinguishing job performance — across all 4 metrics, task performance (ITP),
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Table 4.10: Significance of main effect and interaction effect of different facets of persona
on measures of job performance
(’-’:p¡1, ’.’:p¡0.1, ’*’: p¡0.05, ’**’:p¡0.01, ’***’:p¡0.001)

ITP OCB Inter.Deviance Org.Deviance

Personality 8.03 × 10−17*** 0.028* 7.79 × 10−6*** 3.03 × 10−12***
Activity 0.031* 0.026* - 0.012*
Personality:Activity - - - -

citizenship (OCB), interpersonal deviance (Inter.Deviance) and organizational deviance

(Org.Deviance) [175, 34, 37].

Additionally, it is also evident that an individual’s activity facet does hold significance

in explaining ITP, OCB and Org.Deviance (Table 4.10). This implies that even on hold-

ing out the effect of a worker’s composite personality, their day-level activity patterns do

describe their performance.

It is also important to note that our analyses found no interaction effect between the two

patterns that represent a persona ( Table 4.10). This result is key in our interpretation of the

effect of each facet, as the lack of interaction indicates their effects are not confounded.

4.4.2 Effect Size

Analyses

I have already illustrated that passively sensed activity data can provide new information

to explain workplace experiences. This section quantifies that effect, i.e., how much new

information can be accounted for by situational activities. Considering the mixed-factorial

design of the ANOVA, I computed the η2 and the partial-η2 for the personality and activity

facet [176, 177, 178].

Findings

The ANOVA depicted that a worker’s activity facet explains task performance, citizenship

behavior, and organizational deviance. Table 4.11 records the η2 and the partial-η2 of both

facets. The partial-η2 approximates the effect of a facet if we had a single independent
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Table 4.11: Effect size of the two different organizational persona facets in explaining
different performance metrics.
η2 indicates the effect of each factor when the individual is described in terms of both
personality and activity.

ITP OCB Inter.Deviance Org.Deviance
η2 partial η2 η2 partial η2 η2 partial η2 η2 partial η2

Personality 0.954 0.954 0.434 0.855 0.982 0.987 0.855 0.972
Activity 0.063 0.784 0.492 0.870 0.005 0.253 0.120 0.828

variable (IV ) in our ANOVA, without controlling for other effects. Since we use 2 IV s

(personality and daily activity), the η2 reflects the individual effect of each factor when

both accounting for both facets of a persona.

In terms of task performance (ITP), both personality and activity have a large effect

— partial-η2 = 0.92 for personality and partial-η2 = 0.78 for activity. However, the η2

value infers that personality is alone responsible for explaining most of the variance in task

performance. Once those effects are held out, the activity facet still retains a significant

but small effect. Though the incremental delta of information the activity facet provides

over a worker’s personality is minimal, it still helps improve our understanding of task

performance.

For citizenship (OCB), the individual effects of personality and activity are very similar,

partial-η2 = 0.85 and partial-η2 = 0.87 for activity respectively. Evaluating the η2 value

elicits a similar result. These values suggest that considering the activity facet actually

explains close to 50% (η2 = 0.49) of citizenship behavior.

The tests on organizational deviance again show a large effect of personality, but there

is still a considerable effect of an individual’s activity facet. On noting the effects of both

the factors, personality accounts for a majority of the variance (η2 = 0.85) but activity does

help complement this effect by explaining a significant segment of the remaining variance

(η2 = 0.12). The incremental variance explained by the daily dynamic activities represents

the proportion of performance that can be varied with changes in activity variation.
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4.4.3 Interpretation of Effects

I have shown that passive sensing enables a person-centered approach that provide a de-

scriptive lens to understand these effects.

Fig Figure 4.9 illustrates how each of the four personas varies in terms of different

job performance metrics. While the persona construct retains the dominating relation-

ship between personality and performance, it uncovers new relationships of activities and

worker functioning. Among the two facets, the activity composite depicted by C2 (low

mobility, batched phone use, and high sleep) appears to have more aspirational qualities.

Personas with this facet had higher task performance and citizenship along with lower de-

viance. In comparison to the C1, personas with this facet visited fewer locations in the

day. Given the duration of stillness of this facet is comparable to the average, the greater

number of locations could represent commute. Prior research shows that greater amount

of commute and higher variability can lead to stress, strain and also an inability to perform

non-work responsibilities [179, 180]. In C1’s case, the complex commute is also indicative

of poor satisfaction [181] which in turn is related to poor citizenship behaviors at the work-

place [123]. The patterns of phone-use by individuals in C1 indicate interruptions. These

could be self-initiated (distractions) or be external notifications (intrusion). Distractions

can encourage procrastination and intrusions lead to disrupting task-flow that gives indi-

viduals the perception that their performance is lagging behind [182, 183]. In contrast C2

have more compartmentalized use of their phones that could support to better task organiza-

tion. While phone-use could cause interference, breaks from desk represent greater social

interaction and collaboration that generally tempers deviant behaviors [184] and boosts cit-

izenship [185]. These findings show how individuals sharing similar personality profiles

could still differ in performance when they are involved in different daily activities.
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(a) ITP (b) OCB (c) Org.Deviance

Figure 4.9: Main effect plots showing the effect of the 2 IVs (personality facet and activity
facet) on job performance. Personas exhibiting P1 personality score better on all metrics.
Personas demonstrating C2 activity patterns rate better on all metrics.

4.5 Summary

By leveraging passive sensing I demonstrate a novel analytical lens, known as organiza-

tional personas, to inspect job performance of information workers from a unique descrip-

tive perspective. I demonstrated how this composite construct furnishes evidence that a

worker’s activity context can explain workplace performance beyond the static effects of

implied by their intrinsic personality. I described how to identify and meaningfully describe

these personas using standard clustering methods. Furthermore, I demonstrate that these

personas help us understand the extent to which a variation in mutable activities can explain

performance. I believe this work encourages harnessing pervasive technology embedded in

a worker’s everyday to gather activity information and in turn improve the understanding

of personnel performance as well as inform subsequent efforts to alter it.
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CHAPTER 5

PASSIVE SENSING FRAMEWORKS TO EXPLAIN GROUP DYNAMICS AT A

WORKPLACE

Workers and their functioning at work is often judged in isolated silos. In fact, the studies

of personality also reinforce this singular focus on the individual. However, on ground, in-

formation workers often work collaboratively and their experiences are the result of social

interactions with their peers [12, 186]. Even when information workers are not directly

working together, their presence in the same space or awareness of each other leads to mu-

tual exchange of information [44]. Apart from enabling serendipitous interactions, workers

can feel more motivated, secure and also up to date when other workers are nearby. The

behavior of an information worker is often oriented towards the behaviors they observe. As

a result, the success of a worker can be related to interpersonal dynamics at work.

Measurement of group dynamics presents new challenges which would not be encoun-

tered if one were to simply evaluate an individual worker. While groups of workers have

been ethnographically observed it is difficult to expand the observations across multiple

groups. Alternatively, I/O psychology researchers have considered comparing individual

perspectives with social norms to indicate P–O Fit [48]. Yet these measures of social fit

tend to be rigid and do not reflect dynamic changes or opportunities of improvement [56].

In the previous chapter, I already demonstrated a passive sensing framework to clarify

daily activities of high performing information workers. As a natural progression, I now

seek to answer how passive sensing can clarify experiences within a socially connected set

of information workers.

RQ II: How can passive sensing frameworks explain social dynamics at a workplace?

In this chapter, I discuss two studies to answer this research question. Both studies rely
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on sensing group behavior with sensors embedded in the infrastructure of an information

worker’s environment. First, I repurposed managed WiFi networks to analyze collocation

patterns of socially related workers to provide empirical evidence for social correlates of

performance. Second, I leveraged static Bluetooth beacons to model work routines of

socially related workers to provide novel measures of social fit.

These studies highlight the potential for passive sensing frameworks to: (i) empirically

validate theoretical phenomena related to performance within group–settings, (ii) conceive

new measures of team cohesion related to the performance and wellbeing of workers.

5.1 Leveraging WiFi Network Logs to Infer Collocation of Teams and its Relation-

ship with Performance

At work, it has been observed that being collocated in the same space provides common

artifacts for reference and helps collaborators coordinate their effort [44]. Additionally, col-

location provides the opportunity for synchronous interactions through multiple channels

— voice, expressions, gestures and body posture — and for impromptu interactions that

strengthen social ties. However, empirical assessments of these behaviors with traditional

surveys is obtrusive and does not scale over time or space.

The passive sensing community has introduced many automated and unobtrusive sens-

ing methods to capture collocated social interactions [85, 187, 106, 188, 189]. However,

most approaches that require specialized client-side applications [106, 187, 190] require

collective adoption from multiple socially related workers. Even infrastructure-based tech-

niques do rely on client side components to process the data [106, 191, 189] and equipping

the surroundings with new embedded sensors. Harnessing worker’s devices to infer so-

cial interactions in this way, while tempting, is challenged by privacy concerns, power

consumption, and maintenance issues. Alternatively, embedding new sensors in the envi-

ronment is limited by the expense of covering the entire campus. Moreover, none of these

approaches can retrospectively study social behaviors over key-events and periods of inter-
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est. Together these factors challenge the scalability of such methods because they provide

a sparse representation of the community.

In contrast, many campuses maintain a managed WiFi access-point (AP) network that

provides device association logs which can be repurposed to infer locations of users [192]

and subsequently model individual behaviors [109, 108]. Albeit a coarse descriptor of

location — with low spatio-temporal resolution — these WiFi association logs can describe

collocation of individuals. Positing that these collocation behaviors present avenues for

social interactions, in this study, I examine their relationship to the performance of students

in project groups.

Specifically, I pursue the following research goal:

To what extent is WiFi based coarse collocation associated with group members’

academic performance?

Despite its low spatio-temporal resolution, I explore if unobtrusively inferred colloca-

tion of project group members is related to performance in the project. When individuals

with a common intent gather in a space, it can describe their relationship to each other. In

this work, I harnessed this aspect of human interactivity known as spatiality [44], by study-

ing collocation behaviors of a set of university students that are known to share situated

experiences on-campus. I validated my approach by examining, using statistical modeling

approaches, if a student’s collocation patterns were associated with an established outcome

of social interactions—performance in teams [193, 194, 43, 42, 195].

5.1.1 Participants and Data

Computer Science driven Design Teams

As a proxy to information workers, I recruited participants enrolled in an undergraduate

design course for CS students. The course is offered every semester and is a two-semester

sequence. Students in this course were expected to work with a team of four to six students

over two semesters (Part 1 and Part 2) on a single design project. In Spring 2019, this
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Table 5.1: Participants in the study
with complete data

Section Part 1 Part 2

A 22 21
B 24 27
C 18 31
D 20 12
E - 11

Total 84 102

Figure 5.1: Distribution of group sizes.
Among the students recruited, at least one
other member of their group must consent.

course had four sections for Part 1 and five sections for Part 2.

Each section had an enrollment of about 40 students. In terms of course structure, Part

1 involved both lectures as well as project milestones. In contrast, Part 2 had fewer lectures

and expected students to allocate scheduled class-times for project-related efforts. Students

in both parts were expected to collaborate on project work outside scheduled lectures. It

is not generally known how often student teams met outside of class, nor is it known how

much those collocations impacted performance.

Upon enrollment, participants provided consent for the researchers to access their anonymized

WiFi AP log data as well as their course data after completion of the semester. During en-

rollment, participants also completed an entry survey where they reported their group ID

along with describing when, where, and how often they interacted with their group mem-

bers face-to-face for class purposes. 186 students enrolled into this study.

Course Data

The course instructors provided course-related data for the consenting students along with

course lecture times (Table 5.1). Among these students, 23 students did not have any other
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Table 5.2: Peer-Evaluation Scales (1-5); Psychological Safety (1-7)

Construct Mean Med Std

Member Effectiveness 4.36 4.45 0.51
Team Satisfaction 4.44 5.00 0.76
Conflict (Task) 1.64 1.67 0.62
Conflict (Relation) 1.26 1.00 0.51
Conflict (Process) 1.41 1.00 0.59
Psychological Safety 6.12 6.29 0.80

member from their group in our study and thus were dropped from this analysis. These

remaining 163 students were in 54 separate groups ( Table 5.1).

Final Score. This is a numerical score between 0 and 100 that informs the eventual

letter grade based on the instructor’s grading scheme. This final score is dominated by the

project outcomes but students are assessed individually. These variations are introduced by

participation as well as the instructor’s subjective assessment of peer evaluation. Among

the recruited group members, the range of scores between members could be as large as 6.5

points. This final score represents the ground truth for a student’s academic performance.

Peer Evaluation. Students completed an extensive peer-evaluation battery at the end of

the semester ( Table 5.2). This battery captured their perceptions of conflict, satisfaction,

and security with the team [196, 197, 195]. It can also assess behaviors like collaboration,

contribution, and feedback [198]. Prior work shows that these instruments quantify aspects

of social interactions that relate to performance [199, 200, 201, 202]. I used a participant’s

responses to these surveys to build a gold-standard baseline model to infer their final score.

The peer-evaluation contained the following validated instruments:

• Team Conflict [196] — Conflict represents the perception of incompatible goals or

beliefs between individuals that cannot be trivially reconciled. This battery contains

three scales, “task conflict”, “process conflict”, and “relationship conflict”. When in-

dividuals perceive less conflict, it is associated with performance enhancement [199,

200]. This is likely because the positive outlook leads to better motivation [200] and

satisfaction [201].
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Figure 5.2: Logs over time. The number of connected students reduces during the spring
break (week of 15th March) and with weekends (vertical red lines).

• Team Satisfaction [197] — Satisfaction reflects the contentment of an individual with

their situation in terms of their expectations. Dissatisfaction with one’s team can

lead to lower levels of task performance [200, 201] and also moderate the effects of

conflict on performance [202].

• Psychological Safety [195] — This construct captures a “shared belief held by mem-

bers of a team that the team is safe for interpersonal risk taking ” [195]. This is

associated with individual learning progress as they are more amicable to experi-

ments and feedback [195].

• Team Member Effectiveness [198] — This measure encompasses five dimensions 1:

(i) contributing to the project; (ii) interacting with collaborators; (iii) monitoring

progress and providing feedback; (iv) expecting quality; and (v) relevant knowledge

and skills. These characterize behaviors related to the individual-level construct,

“team member effectiveness” [198].

Network Data

The dataset for this study is sampled from the large-scale dataset of WiFi AP logs described

in section 3.2. The data spans a time frame of 95 days between January 1 2019 and April 5

1While the other scales were self-evaluations, this score is the average of how their peers evaluated a team
member
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2019 (Figure 5.2). On average, the time between the first log entry for any one of a partic-

ipant’s devices and the last was approximately 90 days. The logs indicated both the room

and the building where the participant was connected to the WiFi. Along with coauthors,

I manually categorized 204 buildings to best express the purpose of that space [108, 188]

— for example, “academic”, “dining”, “green spaces”, “recreation”, and “residential”. The

raw logs were processed to obtain periods when students were dwelling and collocated (as

described in subsection 3.2.2). Over the semester, the median collocation duration of a

student with at least one other, was about 70hrs.

5.1.2 Feature Engineering

The low spatial resolution of the collocation makes it insufficient to assert from isolated

instances if collocation of group members were connected to their performance. However,

intuitively, observing multiple collocation events over the semester can approximate collo-

cated interactions. For instance, members of the same group might collocate regularly at a

specific type of building. Therefore, I engineered features that captured such patterns.

Feature Extraction

I extracted relevant information at a week-level based on various semantically labelled be-

haviors ( Table 5.3). “Individual features” characterized behaviors which are not explicitly

social, but could impact performance (e.g, attendance.). “Group features” captured the be-

haviors of individuals related to their group, such as time spent collocated with other group

members. This dissociation of features helps provide discriminant validity and assert that

coarse collocation-based features are not confounded by an individual’s general behavior,

such as the time spent in academic spaces.

I derived the individual features based on the lecture schedule and semantic labels for

buildings. To craft the collocation features, I used the same information but compute them

as both absolute duration and a relative percentage (of collocation time spent by all mem-
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bers of the group). The collocation features also incorporated the time of collocation events:

1. Scheduled: Groups reported their regular meetings in a free-form response field dur-

ing enrollment ( subsection 5.1.1). Responses typically indicated a primary building

(e.g., learning commons) along with a potential backup (e.g., library). However,

teams also expressed meetings could take place at undetermined locations on cam-

pus. Moreover, groups often provided multiple tentative meeting times and places

for a week. To accommodate all possibilities, this feature described the collocations

between group members that occurred during any of the reported periods.

2. Class: This described collocations with group members during class times. This is

different from the attendance feature because it considered collocation outside the

assigned lecture room. For instance, students in Part 2 were expected to meet during

class time, and not necessarily in the scheduled room for the class. Based on student

reports, Part 2 teams did not necessarily use all class times in a week for meetings.

3. Other: This is a catch-all bucket to capture all other ad-hoc collocations. Only 4

groups in our study reported interacting with group members for non-academic rea-

sons (e.g., “lived together”). Since, improvement of social bonds is related to per-

formance [44, 46], this category encompasses impromptu collocations, that could be

motivated by course milestones but also represent other serendipitous situations.

Feature Processing

Raw week-level features were aggregated to derive features that describe collocation behav-

ior. All the raw features I extracted (Table 5.3) from the data were computed at a week-level

for 14 weeks—5×14 for individual features and (9×2)×14 for group features. To reduce

the feature space, I calculated summary features to describe the entire semester of the indi-

vidual. Specifically, for each feature extracted at a week level, I computed the median, the

mean and the standard deviation for the study period. In addition to these, I also computed
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Table 5.3: Raw features derived from the collocation data at a weekly level

Type Description Spatial Variants

Any Academic Residential Recreational
Individual Features
Attendance Present at lecture room

during scheduled time
− � − −

Dwell Time spent at a place
while stationary

� � � �

Collocation Features—Measured as absolute duration and relative to the group
Scheduled Time spent with group

members during re-
ported weekly meeting
times

� � � �

Class Time spent with group
members during class
hours

− � − −

Other Time spent with group
members at other times

� � � �

the approximate entropy of the feature per individual [203]. This aggregation reduced the

overall feature count to 20 and 72 for individual and group features, respectively.

5.1.3 Training and Estimation

I built multiple regression models to investigate how the collocation-based features estimate

final scores in comparison to survey-based peer evaluation scores.

Model Descriptions

MPE denotes the model trained on peer-evaluation scores (subsubsection 5.1.1) based on

the self-reported survey responses provided by the instructors. MiWF refers to the model

trained on individual features and MgWF describes the model trained only features that

represent collocation among group members — potentially describing collocated social in-

teractions. I assessed the discriminant validity in predicting final course scores with each

subset of features without confounding effects from other features. Furthermore, I devel-

oped combination models to comprehensively understand how a combination of automati-
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cally generated features estimate academic performance (MiWF.gWF ).

Estimators and Validation

I evaluated all models through a 5-fold cross-validation process ensuring that members of

the same project group remain in the same fold folds. To estimate the target variable (the fi-

nal score), for each model described, I trained a Linear Regressor [204] to represent linear

relationships between features and a Decision Tree Regressor [205] for non-linear rela-

tionships. Additionally, we also train a Gradient Boost Regressor [206], i.e., an ensemble

learner. To determine the relationship between model features and final scores, I measured

the correlation between the predicted value and the actual values. For internal validation, I

compared these models to a rudimentary baseline M0, which always estimated the median

of the target variable from the training set.

Feature Transformations and Selection

I performed the following transformations (fitted only on the training folds):

1. Scaling Final Scores by Instructor — Since the final score varies based on the in-

structor, I standardized the final scores based on the distribution of scores for each

instructor in the training data.

2. Impute Missing Data — Some students had not completed all survey instruments. I

imputed these missing values with the mean of the feature.

3. Standardize the Features — Converted to zero mean and unit variance [166].

4. Mutual Information Regression — We used the mutual information between the train-

ing features and the target variable for univariate feature selection [207]. The number

of features selected were varied from 1 to k, where k was the total number of features

in the model (Figure 5.5). We selected the k that minimized the RMSE (Root Mean

Square Error) [208].
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(a) MPE (Linear Regression) (b) MiWF (Gradient Boost) (c) MgWF (Gradient Boosting)

Figure 5.3: Mutual Information Feature Selection. Number of features (X-axis) based
on minimizing RMSE (Y-axis) with

Table 5.4: Model Performance. (‘-’:p<1, ‘.’:p<0.1, ‘*’:p<0.05, ‘**’:p<0.01)

Model Training Data Estimator Pearson’s R

MPE Peer Evaluation LR 0.08 -
MiWF Individual Behavior GB 0.14 .
MgWF Collocation Behavior GB 0.24 **
MiWF.gWF Individual + Collocation GB 0.25 **

5.1.4 Results

Model Comparison

Table 5.4 summarizes the results with the best estimator for each model. For any set

of features, only the estimator that minimized the RMSE was considered for comparison

between models.To compare models I used Pearson’s r to describe the covariance of each

model’s estimate with the final scores of the students. This coefficient characterizes the

complete association by considering all observations [209].

All models exhibited an improvement over M0 — the rudimentary median estimator.

None of the models based on peer evaluation features (MPE) were found to be significant,

but among them Linear Regression showed the most error reduction. For MiWF the best

estimator used Gradient Boost. Its estimates were more significant but with a weak corre-

lation of 0.14. In comparison, for MgWF the best estimator, which used Gradient Boost,

exhibited a very significant correlation of 0.24. I also compared the dependent overlapping

correlations [210] of MgWF against MPE and MiWF (with a confidence-interval of 90%).
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(a) MPE (Linear Regression) (b) MiWF (Linear Regression) (c) MgWF (Gradient Boost)

Figure 5.5: Best number of features based on mutual information regression

(a) MPE (Linear Regression) (b) MiWF (Gradient Boost) (c) MgWF (Gradient Boost)

Figure 5.6: Model Comparison. Comparing the model estimates (X-axis) of an individ-
ual’s final score (Y-axis); instructors are labeled by different colours

In both cases, the correlation of MgWF with the final score was significantly different than

that of MPE (p = 0.02) and MiWF (p = 0.08) (Figure 5.6). Additionally, incorporating

both individual and within–group behaviors showed minor improvement. This improve-

ment was not significant in comparison to MgWF .

Interpretation

The results show that the model trained on students’ collocation behaviors (MgWF ) outper-

formed the correlation of estimates obtained by modeling peer-evaluation and individual

behaviors. While peer evaluation scores are expected to yield better correlations [200, 201,

45, 202], the social desirability bias in manually reporting team experiences can wash out

the intricacies of actual team behavior [8, 9]. MiWF was also found to be somewhat better

than the peer-evaluation model. This already implies that dynamic offline behaviors have

a significant relationship with academic performance. However, given the collaborative
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nature of the course in determining the final score of an individual, MiWF falls short of

MgWF . These results indicate that even in collocation is important in projects that require

agile coordination and collaborative work. This observation is in line with the concept of

spatiality, where the presence of peers in the vicinity can affect individual performance

even without direct communication [44].

The features in MgWF aggregate collocation behaviors of students known to be socially

connected over multiple weeks. The participants were expected to meet in person to work

on their project towards their final score. In fact, a very small proportion of students re-

ported collocation with team members for reasons unrelated to their project. Therefore,

the fact that the collocation-based model (MgWF ) estimated the final score better than the

dwelling-only model (MiWF ) provides evidence that inferring collocation of socially re-

lated individuals helps understand their performance. Moreover, MiWF.gWF , which in-

cludes both group and individual behaviors, shows only a minor improvement over MgWF .

This further validates that it is indeed the collocation features that are predominantly ex-

plaining the individual performance in such group settings. Note, this passive inference

does not explicitly discern what transpired during collocation incidents. However, it can be

a complementary source of data that describe worker outcomes.

5.1.5 Summary

Collocation is known to be related to effectiveness of teams. Information workers tend to

collocate, especially when working on projects. Therefore, one way to support their per-

formance is to understand the extent to which collocation and performance are related. In

this study, I demonstrated the feasibility of coarse collocation leveraged from WiFi network

logs to investigate this phenomenon. I analyzed multiple project groups over a university

semester to demonstrate how collocation behaviors of team members are related to individ-

ual performance.
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5.2 A Study of Person–Organization Fit Through Latent Activity Routines

Individuals tend to thrive in organizations that share their values and beliefs [54, 50, 211].

Therefore. organizational studies have recognized this concept of person–organization con-

gruence or “person–organization fit” as critically important [212, 213].

Past work on person–organization fit has often relied on static surveys, which are vul-

nerable to a variety of biases [66]. Often, these methods only represent an individual’s

perception of their values compared to an organization’s values [56]. Therefore, the major

limitation of such estimates of fit is their subjectivity [6]. In contrast, due to methodological

constraints, objective measures of fit have only studied a single dimension of the employee

(e.g., the level the organization values authority versus the level an individual values au-

thority) [214]. These drawbacks prevent researchers from assessing more general ideas of

fit, for which congruence is often a function of multiple dimensions.

On the other hand, sensors embedded in the environment can provide empirical esti-

mates of workers within teams. I build on this idea by utilizing bluetooth beacons at the

home and workspace to computationally infer individual routine patterns, and subsequently

their similarity with the latent activity pattern of the organization [93]. I adopt this congru-

ence of latent routines as a notion of P–O fit, or routine fit, and explore its relationship with

measures of employee job performance and wellbeing. Through this study, I specifically

address the following two research questions:

RQ1. What is the relationship between routine fit and different aspects of job perfor-

mance?

RQ2. What is the relationship between routine fit and different aspects of wellbeing?

This study contributes to the literature in several key ways. First, I leverage passively

sensed activity routines in cohorts to explore how they can be meaningfully used as person–

organization variables and provide an objective measure of fit. Secondly, I go beyond
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(a) Gender (b) Education (c) Income (d) Age

Figure 5.7: Summary of the participant demographic information.

single-occasion survey instruments and demonstrate the association of job outcomes with a

data-driven representation of behaviors over time. Finally, these findings encourage future

endeavors that incorporate the activities of cohorts to characterize their work experience.

5.2.1 Data

For this study I analyzed data acquired from the Tesserae Project section 3.1. I grouped

individuals recruited from the same field site into “cohorts” (as they belong to the same

organization or employer). Of the six cohorts, I selected four cohorts (each belonging to a

different organization) of a sizeable sample to answer the research questions.

The models discussed in this study primarily involved data from the bluetooth beacons

to build a model of routine fit. The beacons behave like access points that can be scanned

by phone agent. Apart from this, data from the wearable is used to understand individual

arousal levels – as a measure of wellbeing.

On entering the study, participants completed an initial battery to record details about

demographics, job performance, personality and mental health traits via psychometrically

validated survey instruments. To measure the daily fluctuations in these constructs, Ecolog-

ical Momentary Assessments (EMAs) containing abbreviated versions of the initial ground

truth instruments were disseminated periodically (Table 5.6).
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Table 5.5: 4 cohorts from the larger dataset were sampled for this paper. Each of these
represents a unique field site tied to a specific organization.

Cohort C1 C2 C3 C4

All Participants 294 177 26 89
Non-Colocated Beacons 176 168 23 81
After 7 Day Filter 113 139 20 71

Presence Sensing

To study the routine behaviors, I primarily processed the data from the Bluetooth beacons

within an organization. Bluetooth beacon technology can approximate an individual’s pres-

ence in its vicinity. Although it provides a coarse understanding of location it presents a

tight accuracy radius, approximately 1-4 meters [215]. Unlike location sensing through

mobile devices, which exposes an individual’s every movement, presence sensing through

beacons only relies on relative location, i.e., if they were near the beacon or not. Partici-

pants were asked to attach the static beacons to immobile objects at home and work. These

objects essentially emit signals making them “observable” so that the participant’s phone

can discover them through periodic scans. It is not uncommon to employ bluetooth-like

near field technologies to capture spatio-temporal data [216]. Additionally, bluetooth helps

estimate indoor mobility and interactions [215, 217]. Dey et al. noted that individuals are

at room level proximity to their phones (within 5-6 meters) for 90% of the day [217]. Thus,

it is reasonable to consider the phone as a surrogate of the individual’s presence.

Typically, the beacon designated for the home location was placed on the front-door

and the one for work was situated on the individual’s desk. An extended period of time

away from either the home beacon or work beacon helps estimate when the individual left

a particular place and entered another. Furthermore, the discontinuity in the presence of an

individual near their desk indicates sessions in time that they are away from it. This could

indicate casual breaks or scheduled meetings. An aggregation of these behaviors helps

explain their routine [93].
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(a) C1 (b) C2 (c) C3 (d) C4

Figure 5.8: The amount of data collected per participant varies based on when they enrolled
as well as how compliant they were in terms of maintaining the beacons

Participants with home and work beacons located in the same place (based on bea-

con’s GPS coordinates) were dropped from the study. These individuals were assumed to

work from home, i.e, they do not find themselves colocated with their peers often. Other

participants who were excluded had accidentally swapped their designated beacons. Indi-

viduals with less than 7 days of data were dropped as well. This decision helps maintain

consistency with the self-report measures — some of which have a temporal resolution of

a week. After filtering, the beacon data of 343 participants were analyzed (Table 5.5) to

compute routine fit. Figure 5.7 summarizes the demographic information of the selected

participants, and Figure 5.8 presents the amount of daily data provided by each cohort, with

an overall average of 62.41 days of data for the selected participants. For each cohort, the

majority of bluetooth data spans the months August, September, and October.

Note: In the dataset, 20% of the participants were “blinded” for external validation, i.e.

their survey responses were obscured. Due to this, the job performance and wellbeing mea-

sures of only 249 (of the participants with adequate bluetooth) could be used for exploring

specific relationships

Job Performance Measures

In this study, I evaluated three independent dimensions on which job performance can be

described: task performance (IRB), organizational citizenship behaviors (OCB), and coun-
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Table 5.6: The responses to the EMAs help determine the job performance and psychome-
tric measures. Garming Vivosmart 3 wearable supplied the arousal durations.

Job Performance Psychometric Arousal Duration(s)
IRB OCB CWB Stress Anxiety Stressful Restful

Mean 42.81 6.85 1.14 1.97 1.69 20882 20275
Std 5.23 0.98 0.87 0.55 0.51 7694 6843
Max 49.00 8.00 5.99 3.37 3.36 41777 37480
Min 23.02 2.40 0.00 1.00 1.00 2775 1691
Scale 7-49 0-8 0-8 1-5 1-5 - -

terproductive work behaviors (CWB) [32, 114]. Prior work has demonstrated personality

congruence in an organization is related to work outcomes [218]. Hence, I used measures

of personality based on the FFM as control variables.

Psychometric Characteristics

Beyond an employee’s task accomplishment, measuring their general wellness is impor-

tant to infer their success in an organization. P–O fit has looked at wellness from the

perspective of satisfaction, commitment and propensity to leave, but there is little literature

measuring mental health directly using the supplementary model of fit. Therefore, in this

study I explore the relationship of P–O fit with self-reported anxiety, self-reported stress,

and objectively measured high-arousal duration (via wrist wearable).

5.2.2 Methods

Aggregating Activities into Routines

Throughout the day an employee is engaged in a multitude of activities such as commuting,

taking calls, creating slide decks and attending meetings. A routine is simply a sequence of

such activities. I scope the concept of routine through an objective perspective of mobility.

Using non-invasive bluetooth beacons I inferred the state of an individual – if they are at

home, work or away from their desk (when at work). The temporal pattern of these states

in a given day formed the routine for a day.
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Operationalizing Individual Routines. The phone agent installed on participant

smartphones periodically scanned the vicinity to locate other active bluetooth devices.

Whenever a static beacon belonging to that individual was observed within a reasonable

threshold of signal strength (-90 RSSI), the individual’s presence at home or work could

be determined. The instances at work were further deconstructed into sessions away from

the desk – 5 contiguous minutes outside the range of the desk beacon is labeled as being

“away”. This data was chunked, or bucketed, in an hourly fashion to obtain the fraction

of time at each hour an individual spends at home, at work and away from desk (when at

work). The time at work represented a worker’s habitual work hours, and the periods away

from desk explained their internal schedules, such as meetings or breaks. The segments at

home (and away from it) not only helps to infer commute times but also indicates spillover

effects of work. Unlike the approach described in Eagle and Pentland which uses boolean

representations, this method of fractional values per hour kept the information at a higher

temporal resolution [93]. Using this method, each day was characterized by the 24–hour

pattern of 3 different possible states the employee can be found in. This produced a 72 (

= 24x3) dimensional vector that coarsely represents the routine for a given day. My study

aims to characterize these routines in terms of individual mobility, or more accurately their

presence near certain artifacts (front door/work desk), but this method can be extrapolated

to any temporal activity.

Composing Organizational Routines. I constructed several routine vectors for each

individual, proportional to each day they logged data in the study. The mean of these vec-

tors represented the average routine of an individual. Practically, a third person observing

the participant is most likely to see this behavior. A collection of individual routines belong-

ing to the same organization would depict the “real” behavior or observable cohort routine.

Figure 5.9 visualizes the aggregated behavior of each of the 4 cohorts. Even though, all

the participants that were analyzed were primarily involved in information work, the or-

ganizations they work for are very different. C1represents a large multinational company
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(a) C1 (b) C2

(c) C3 (d) C4

Figure 5.9: Every row of a heatmap illustrates the routine of an individual in an organi-
zation. Each column corresponds to an hour of the day. Brighter cells reflect individual
presence – based on the beacon visibility.

primarily operating in the service sector. On the other hand, C2is part of a manufacturing

company that builds consumer products, C3belongs to a small 50 people firm, and C4is

made of university staff. On eyeballing these it is quite evident that individuals in C2and

C4demonstrated largely consistent routines. C3showed regularity as well. Compared to

these, members of C1showed a lot more variation in the routines. This could be attributed

to the fact that the C1is a large consultancy where employees have diverse routines dictated

by their specific client and project requirements. Hereon, whenever the section mentions

an individual’s routine, it is referring to the average of their daily routines.

Computing Person–Organization Routine Congruence

I adapted the eigen-decomposition method to aggregate behaviors of groups originally pro-

posed by Eagle and Pentland [93]. Generally speaking, this technique identifies the primary

patterns within data by assessing it in a latent space or “eigenspace” [219].
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(a) C1 (b) C2

(c) C3 (d) C4

Figure 5.10: Latent organizational routines can be depicted using different sets of eigenvec-
tors. Here the originally observed routines are projected on the most prominent eigenvector

Estimating Latent Routines. One can imagine taking a mean of all the average indi-

vidual routines in an organization to quantify the routine of a cohort. However, that would

only reflect how much time on average do employees spend at different places throughout

the day, washing out the variance in the data and misrepresenting the behaviors of many

employees. Thus arises a need to distinguish latent group behaviors that sufficiently repre-

sent the normative behavior for a given group. In order to do this, a Principal Component

Analysis (PCA) needs to be performed. This identifies the eigenvectors or principal compo-

nents of the observable cohort routine. These represent the most characteristic behavioral

patterns shared by members of a cohort. However, these do not necessarily correspond

to interpretable routines in themselves. Rather, these vectors reflect the underlying latent

structure that empirically emerges from the patterns observed in the cohort. Any individ-

ual’s routine can be practically expressed as a linear combination of these eigenvectors

(Eq:Equation 5.1). Prior to this, the individual routines must first be mean-adjusted, i.e.,

an individual behavior should be contrasted from the mean activity of cohort. The mean
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(b) C2
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(c) C3
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(d) C4

Figure 5.11: The cumulative variance explained by subsequent eigenvectors across differ-
ent cohorts. We consider vectors that explain 90% variance to be reflective of normative
behaviors

adjustment ensures that the primary principal component is independent to the mean of

the data [220]. For any individual I , this adjusted routine will be referred to as Φ1(I).

The PCA was applied on a collection of the mean-adjusted individual routines belonging

to a cohort and eigenvectors are obtained. Figure 5.10 illustrates the cohort routines when

they are expressed using only the most important eigenvector – the behavior that explains

maximum variance in the cohort. Relative to the observed cohort routine (Figure 5.9), the

projected routine (Figure 5.10) was able to highlight prominent behaviors. These represent

the normative patterns within an organization. For e.g., every cohort shows a distinctly

bright vertical column around 1200hrs in the “away from desk” block, indicating a com-

monly agreed upon lunchtime or regularly scheduled meeting that causes most employees

to leave their desk.

Identifying Normative Routines and Explaining Behavioral Variance. Given that I

described multiple employees in a high-dimensional space to explain routines, individuals

could differ from each other in many different ways (across every hour on every feature).

Furthermore, each individual can be compared to every other individual as well, implying

a large set of comparisons. However, as already demonstrated earlier, a small set of latent

patterns in behavior can explain a large part of the observed cohort routines. Figure 5.11

illustrates the cumulative variance explained by the eignvectors. Despite constructing the

observed cohort routine with routines of multiple unique individuals, the PCA demonstrates
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Figure 5.12: Distribution of ”Routine Fit” across different cohorts

that the normative behaviors can be expressed with about 10 latent behaviors (explaining

90% of variance). Although challenging to interpret in their native form, each of these la-

tent patterns is comparable to the actual routine such that they contain the same number of

dimensions. The 10% of unexplained variance omitted from the normative patterns repre-

sents the irregular routine behaviors. In other words, these are the behaviors that are outside

of the norm, accounting for individual differences within the population. For subsequent

computations, I label the set of eigenvectors that explain these patterns as U1, U2, ..., UE

(where E is the number of behaviors that explain 90% variance) – henceforth referred to as

latent cohort routines.

Quantifying Routine Fit. The underlying latent cohort routines explain 90% of the

observable cohort routine, but it is important to understand to what extent it can explain the

routine of an individual within the organization. On projecting a single individual’s routine

onto the different latent cohort routines, I inferred the different weights corresponding to

each behavior; referred to as w1, w2, ..., wE . These weights denote the emphasis particular

latent routines have in explaining the individual routine (mean-adjusted to Φ1). Having this

information, for any given individual I , it is possible to reconstruct their activity routine

based on the latent cohort routines as Φ2(I). Essentially, Figure 5.10 illustrates Φ2 if it

was computed with only the primary eigenvector. The subsequent analyses consider Φ2

computed with the first E vectors, which represents 90% of the observed routines. For

individuals that behaved very similar to the norms of their organization their reconstructed
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routines and actual routines will be equivalent.

Φ2 = w1U1 + w2U2 + ...+ wEUE (5.1)

I conceive the Routine Fit RF (I) of on individual (I) as the measure of similarity be-

tween the original activity routine of an individual, Φ1(I), and the reconstructed activity

routine Φ2(I). For this, I first computed the Euclidean distance D(I) between Φ1(I) and

Φ2(I). At this step, it is important to note that routine fit only compares the congruence

of routines within a cohort, but not across them because of how diverse they are (subsub-

section 5.2.2). It is a relative measure because the absolute value of D(I) is dependent on

the normative routine of the cohort. As a result to control for inter-cohort differences in

samples, these measures were standardized within the cohort as Z-Scores. Each of these

standardized distances was subtracted from the cohort’s maximum distance presenting a

measure of similarity hereby called routine fit.

Figure 5.12 shows how the measures of routine fit vary across cohorts. Between C1and

C2, the two cohorts of comparable sizes we observe that on average C2has a higher routine

fit than C1. This insight supplements what we know from the observed cohort routine de-

picted in Figure 5.9. This distribution between the routine fit of C1and C2is also expected

because these cohorts are part of organizations that operate differently. C1is largely made

up of consultants that work with individual clients and often have independent schedules.

On the contrary, employees of C2are engaged in research and development of consumer

products and tend to rely on high internal collaboration. Therefore, the mean fit of C2was

bound to be higher than C1because the employees of each cohort find themselves in differ-

ent social contexts .
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Figure 5.13: Distribution of Big Five personality traits in the dataset

D(I) =

√√√√ A∑
i

(Φ1(I)i − Φ2(I)i)2 (5.2)

D(I) = ZScore(D(I)) (5.3)

RF (I) = max
I∈C

(D(I))−D(I) (5.4)

Equation 5.4 represents my measure of routine fit and is analogous to the conceptual-

ization of fit described by Edwards et al. in Equation 5.5 where the P is the person variable,

E is the environment (or organization) variable and c is the theoretical maxima of fit within

that organization [56].

F = c− |P − E| (5.5)

In terms of my approach, P is equivalent to Φ1, reflecting the individual’s routine as

it is observed in the real world. E is equivalent to Φ2, describing the expected individual

routine, given the normative patterns of their cohort.

Measuring Relationships with Routine Fit

After computing the routine fit of every individual, linear regression models were built

to examine its monotonic relationships with each of the different outcome variables, Y

[221]. These models included covariates for demographic information and intrinsic per-
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sonality traits (Equation Equation 5.6). The different attributes of the FFM traits are cor-

related with different measures of job performance and mental health [34]. This data was

collected during participant enrollment using the Big Five Inventory-2 (BFI-2) instrument

(Figure 5.13) [222] – agreeableness (3.86±0.53), conscientiousness (3.89±0.66), extraver-

sion (3.43 ± 0.69), neuroticism (2.39 ± 0.77), openness (3.78 ± 0.62). The demographics

variables were chosen based on previous work [50, 212] – age (continuous), education level

(ordinal), income (ordinal). None of the control variables were found to be significantly

correlated with routine fit.

Y ∼ age+ education level + income+ personality traits+ routine fit (5.6)

Additionally, I measured the Variance Inflation Factor (VIF) [161] for the covariates to

check for multicollinearity among them. I performed this measurement iteratively for each

covariate. At every successive step, the VIF of the covariates was found to be less than

1.4, which is far smaller than the conventional thresholds (V IF = 5 or 10) for excluding

covariates. Therefore, the inflation of error caused by including these covariates in the

model (Equation Equation 5.6) is inconsiderable.

5.2.3 Results

RQ1: Routine Fit and Job Performance

The results of the linear regression show significant associations between routine fit and

in-role behavior (IRB) as well as counter-productive work behaviors (CWB), as depicted

in Table 5.7. There were no significant relationships found with the OCB test scores.

Positive correlation with In-Role Behavior. I found a positive correlation between an

individual’s routine fit and in-role behavior (Table 5.7a). Employees with home-work-desk

patterns congruent to others in the organization tend to exhibit higher task performance.

This is aligned with the Attraction-Selection-Atrrition theory that states workers who are

congruent with their organizational patterns would be more likely to thrive as compared to
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Table 5.7: Significant relationships between Routine Fit and job performance based on the
linear model (Equation 5.6). Only significant covariates are reported. (. p¡0.1, * p¡0.05, **
p¡0.01, *** p¡0.001 )
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those who are less congruent [223]. Moreover, this method shows a significant correlation

with performance after controlling for the typical effects of personality [34]. One possi-

ble explanation for this lies in the conceptualization of organizational routine by Feldman

and Pentland [224]. They describe routines as “sources of stability” that “encode organiza-

tional capabilities and knowledge”. Moreover, routine behavior of an employee is informed

by organizational structure where macro-level changes only occur for the purposes of im-

proved performance [224]. These effects are also grounded in the notion of entrainment

— or the synchronization of routines — within the organization system. Syncing up with

the task rhythm of a team is known to help increase coordination and task efficiency [225].

Individuals who are keyed into the dominant organizational tempos (i.e., have high routine

fit) would exhibit greater task performance [226].

Negative correlation with Counter-productive Work Behavior. Next, I found a
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Table 5.8: Significant relationships between Routine Fit and reported stress the linear
model (Equation 5.6). Only significant covariates are reported
(. p¡0.1, * p¡0.05, ** p¡0.01, *** p¡0.001 ).
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negative correlation between an individual’s routine fit and counterproductive work behav-

ior (Table 5.7b). Congruence in home-work-desk patterns reflects a lower likelihood to be

involved in deviant behaviors at the workplace. Non-conformity to the normative routines

has been studied in other fields of psychology to understand its relationship with behav-

ioral deviance [227]. From a social context, Bernburg and Thorlindsson studied the link

between routines, differential social relationships and deviant behaviors [184]. In light of

this, the negative relationship between routine fit and CWBs could indicate a lack of social

connectedness between these workers.

RQ2: Routine Fit and Psychometric Characteristics

As per the results of the linear regression, used to model the relationship between routine

fit and different wellbeing measures (Equation 5.6), I found that an individual’s routine fit

and reported stress were correlated. Additionally, I observed that routine fit is linked to

their resting arousal and stressful arousal duration.

Positive Correlation with Reported Stress. Based on the results returned by the

linear model, the routine fit showed a positive relationship with self-reported stress (Ta-

ble 5.8). Before understanding this relationship, it is important to note the distribution of

the self-report stress was skewed towards a lower score, reflective of low stress, with a mean
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of 1.97 on a scale of 1-5 with a max of 3.37 (Table 5.8). Most of the previous literature has

only claimed relationships of fit and stress indirectly through other measures, such as strain

and intent to leave. In fact, Arbour et al. found no significant association between stress

and the congruence of behavioral norms in an organization[228]. Siegall and McDonald

studied the relationship between value congruence and burnout, an extreme form of stress

and found a strong negative correlation[229].

Given the ground truth data of our study does not capture the full range of the stress

scale, there are little to none extremely high stress values reported. Another important

detail to note is that the stress instrument used in this study does not delineate valence.

With this in mind, it is possible that the individuals with higher stress reports were simply

more involved in workplace activities [230]. In their study, Mark et al. state that, “People

are happiest doing rote work and most stressed doing focused work”[26]. The interlinking

between routine fit and stress could be indicative of high engagement work that is being

performed by individuals following routines congruent to their peers. Moreover, the high

routine fit could also represent a lack of autonomy in terms of work flexibility. When

workers are not given sufficient agency to make decisions on task-related choices, including

periods of work and schedule, they tend to be more stressed [231, 232]. In this regard a

low routine fit could reflect resources being allocated to other aspects of life, such as one’s

social ties, subsequently reducing perceived stress [233, 234].

Positive Correlation with Stressful Arousal. On testing the relationship between

routine fit and arousal duration, I observed a significant positive relationship with stressful

arousal duration and a negative one with restful arousal duration (Table 5.9). Individuals

with lower routine fit spend a longer amount of time in the restful state than those with a

higher routine fit. On the other hand, the relationship of stressful arousal with routine fit

indicates that high fit workers spend more time in higher arousal periods. This could either

be indicative of physical activity or the response of an external stressors like a challenging

task. Similar to the previous result, workers with high routine fit spending longer durations
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Table 5.9: Significant relationships between Routine Fit and different arousal measures
based on the linear model (Equation 5.6). Only significant covariates are reported (. p¡0.1,
* p¡0.05, ** p¡0.01, *** p¡0.001 ).
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in the stressful arousal state could be indicative of their involvement in engaging activities.

Post-Hoc Analyses

Controlling for Presence Duration

Recall that, the routine fit of an individual is computed based on the duration of their

presence at different beacon locations. This method begs to question if the relationships

between routine fit and the different dependent variables are simply the effect of an indi-

vidual’s time at home, work or desk. To untangle this, I tested the relationship of routine fit

with our outcome variables by including these duration variables as covariates to the linear

regression model:

Y ∼ durationhome + durationwork + durationaway from desk + routine fit (5.7)
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Table 5.10: Significant relationships between Routine Fit and previously found significant
relationships after controlling for durations (. p¡0.1, * p¡0.05, ** p¡0.01, *** p¡0.001 ).

IRB CWB Reported Stress Resting Arousal Stressful Arousal

Home *** ** . ***
Work . *
Away from Desk . * *
Routine Fit *** *** *** ** ***

R2 0.95 0.90 0.90 0.85 0.81

The results of the regression depicted in Table 5.10 showed that the relationship be-

tween the calculated measure of routine fit with different job performance variables and

psychometric constructs, still hold in models controlling for the duration variables. This

is because routine fit models similarity in patterns across 72 different features in a high

dimensional space, capturing information that cannot be acquired by matching 3 dimen-

sions of duration [93]. This finding provides further evidence that routine fit expands upon

simplistic measurements of duration to explain the outcome variables.

Generalizability of Routine Fit across Cohorts. As described in subsection 5.2.1, all

of the cohorts are similar in that they represent employees involved in information work.

Having said that, these cohorts vary in many different aspects such as organization size,

workforce diversity, and company culture. Therefore, it is reasonable to argue that routine

fit has a different relationship to performance and wellbeing outcomes for different cohorts.

Even though subsubsection 5.2.2 describes the use of Z-scores to standardize routine fit,

I only adjusted for observable differences and not the subjective differences between co-

horts. This motivates me to empirically validate the effect of different cohorts by testing a

random-effects model:

Y ∼ age+education level+income+personality traits+routine fit+(1+routine fit|cohort)

(5.8)

Equation Equation 5.8 extends on the linear model used in our analysis (equation Equa-

tion 5.6 by incorporating a random term, (1+routine fit|cohort). This random term tests

if the slope of routine fit and the outcome variable (Y ) varies across cohorts. I applied
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this model to find that routine fit does not vary significantly across cohorts for most of the

outcome variables except for stressful arousal, for which the variation is only weakly signif-

icant (p = 0.084). This indicates that, even though the cohorts vary in nature, the findings

presented in subsubsection 5.2.3 and subsubsection 5.2.3 are consistent across them.

5.2.4 Summary

Unlike previous constructs of person–organization fit, I used a bluetooth based passive

sensing framework to conceive a new construct of P–O Fit, known as routine fit. Routine

fit was measured by characterizing a worker’s home–work routines on the basis of multiple

dimensions. My findings resembled those from traditional methods of fit that also rely on

value-congruence between workers and teams. I found routine fit was associated with high

task performance and low workplace deviance. However, I also found that routine fit ex-

hibited a positive correlation with perceived stress and arousal, implying high engagement

work or possibly loss in autonomy when workers are highly coordinated. These findings

support the use of passive sensing for teams as a means to disentangle new notions of

worker socialization.
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CHAPTER 6

PASSIVE SENSING FRAMEWORKS TO INFORM ORGANIZATIONAL

DECISIONS

An organization is a collective of workers in a system that is held together by a common

purpose. In my research, any reference to an organization is synonymous to companies or

employers. While information workers can be free-lancers and self-employed, my focus

is on information workers that find themselves employed by an organization or function

within the purview of one. Organizations can be of varying sizes where workers are inter-

connected through multiple hops in social ties and stacks of hierarchy. In such a collective,

individual behaviors are in a constant osmosis with others [12, 186]. Therefore, informa-

tion workers need to adjust to these social norms to sustain a healthy work experience. As

discussed in subsection 2.2.3, these norms can emerge as an aggregation of perceptions,

but they can also be the result of purposeful organization wide decisions.

Simply by the nature of its complexity, organizational behavior is nebulous to under-

stand. It is challenging to capture by surveying small samples and even more difficult to

assess regularly. In turn, making organization wide changes are hard leading to stagnant

cultures and inability to cope with unforeseen events such as a pandemic. Through the pre-

vious chapters, I have already demonstrated that passive sensing frameworks can indeed

describe individuals and teams by overcoming limitations of traditional assessments. To

holistically support an information worker, I extend a new research question that considers

the role of larger organizational entities on a worker’s experiences.

RQ III: How can passive sensing frameworks inform organizational change?

In this chapter, I discuss two investigations to answer this research question. First, I

modeled perceptions of large organizations by analyzing self-initiated accounts to describe
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normative practices within a community that explain individual worker performance. Sec-

ond, I modeled behaviors of large communities over long periods of time to provide a

flexible behavior-based toolkit to inform proactive and practical community interventions

for resumption of work during COVID-19.

Together, these studies demonstrate opportunities for passive sensing frameworks to:

(i) dynamically characterize organizational culture by reflecting the views of a large com-

munity of workers, (ii) flexibly complement existing organizational decision–making pro-

cesses for crisis response by modeling naturalistic behaviors.

6.1 Characterizing Organizational Culture with Passively Collected Accounts of Work-

place Experiences

Organizational culture (OC) refers to certain norms and principles that are believed to

optimize the workforce [235, 50]. It embodies a core value system which affects the

development and execution of new ideas, and the management of unexpected events like

crises [236, 237]. While metrics such as revenue and profit are standard methods to gauge

the effectiveness of an organization, the culture of an organization is a key indicator [60].

From the employee’s perspective, OC is related to their loyalty and commitment [237].

Organizational studies have employed a variety of survey instruments to quantify OC [59,

238, 239, 64, 240], which are limited in scalability and temporal granularity. Besides,

the data in these studies lacks reliability because information workers are often concerned

about the confidentiality of their opinions [10, 11]. Therefore, the workplace context can

invite multiple biases, such as response (or non-response) bias, study demand characteris-

tics, and social desirability bias [66].

In contrast, workplace review platforms contain self-initiated and anonymous reports [241]

that stand to mitigate many of the biases introduced by survey studies [242]. Glassdoor is

one such platform with publicly posted reviews of workplace experiences. Not only do

these reviews contain objective information like pay, hours and benefits but also the free-
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form text that encapsulates various nuances of OC [235, 243]. The language in this shared

experience reflects an organizational culture where recognition is not prioritized but con-

cern for others and cooperation is upheld. In fact, through the affordance of descriptive

text, platforms like Glassdoor provide an accessible, scalable and flexible medium to ex-

press cultural and ecological differences [244].

My work leverages the language used in publicly visible employee reviews to compu-

tationally model OC and augment our understanding of it. Specifically, this study has the

following research aims:

Aim 1. To operationalize OC as a multi-dimensional construct and validate it with lan-

guage on Glassdoor.

Aim 2. To computationally model OC of an organizational sector, and evaluate if it ex-

plains employee job performance.

My first research aim strives to build a usable construct of OC, based on Glassdoor

data, that captures various aspects like interpersonal relationships, work values, and struc-

tural job characteristics. Towards this, I used established frameworks from the domain of

organizational psychology [59, 238, 239, 64, 240] to identify job descriptors related to

OC and represented them in the lexico-semantic space of word embeddings [245]. This

produced a codebook of lexical phrases that closely align with different dimensions of OC.

Next, given a reliable representation of OC I examined if it explained information

worker performance [50, 237]. I applied the computational OC construct on Glassdoor

reviews and quantified the OC of various companies by sector (e.g., management, produc-

tion, or computer). On a ground truth dataset from the Tesserae project (section 3.1) I

incorporated OC to find that it improved on intrinsic traits (such as demographics and per-

sonality) to explain an employee’s task performance and citizenship behavior. Therefore, I

present empirical evidence that OC can explain human functioning.
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Table 6.1: Example paraphrased excerpts in Pros and Cons.

Pros Cons
1) Great teams 2) Talented co-workers 3) Not
stressful 4) Good work-life balance

Most departments offer no flexibility in work
schedule. My manager doesn’t allow
me breaks for doctor appointments, child’s
school activities

Good work environment, nice people. Lots of
fun working on cool technology. Location is
also superb.

No communication from upper management,
Pay is not nearly as competitive as market
salaries.

Friendly, outgoing coworkers. Very health-
conscious environment. Activities are en-
couraged and supported.

Little recognition for overtime hours, no WFH
alternatives even with bad weather, poor
work-life balance

6.1.1 Using Glassdoor as a Passive Sensing Framework for Employee Experience

In this study, I leveraged crowd-contributed workplace experiences from Glassdoor to val-

idate a computationally operationalized framework of OC (Aim 1), and to quantify the OC

in an organization of information workers (Aim 2).

Glassdoor is an online platform (launched in 2008), for current and former employees

to write reviews about their workplace experience. As of 2018, it hosted 57M individual

accounts and 35M reviews posted for 770K companies [246].

Glassdoor reviews require ratings and free-form text. Employees can rate their overall

experience on a scale of 1 to 5, and optionally add ratings for fields like career opportunities,

compensation, and senior management. The free-form text field requires employees to sub-

mit descriptons of their workplace experience, in separate sections for Pros and Cons. This

text describes many salient workplace themes, such as work-life balance, management,

pay, benefits, growth opportunities, facilities, and interpersonal relationships. Table 6.1

shows three example excerpts in Pros and Cons components.

Glassdoor strives to be a trusted and transparent platform for job searching [242]. Both

contributing content and consuming content necessitates an individual login. It only allows

individual accounts with permanent, active email address, or a valid social networking

account to submit content, with a maximum allowance of one review, per employee, per

year, per review type [247]. Glassdoor moderation involves proprietary content-analysis

84



Category Organizational Culture Dimensions

Interests Conventional, Enterprising, Social
Work Values Relationships, Support, Achievement, Independence, Recognition,

Working Conditions
Wk. Activities Assisting & Caring for Others, Establishing & Maintaining Relation-

ships, Guiding & Motivating Subordinates, Monitoring & Controlling Re-
sources, Training & Teaching Others, Coaching & Developing Others,
Developing & Building Teams, Resolving Conflicts & Negotiating

Social Skills Instructing, Service Orientation
Struct. Job
Characteristics*

Consequence of Error, Importance of Being Exact, Level of Compe-
tition, Work Schedules, Frequency of Decision Making, Freedom to
Make Decisions, Structured versus Unstructured Work

Work Styles Concern for Others, Leadership, Social Orientation, Independence, In-
tegrity, Stress Tolerance, Self Control, Adaptability, Cooperation, Initia-
tive, Achievement

Interpersonal
Relationships*

Frequency of Conflict Situations, Face-to-Face Discussions, Respon-
sibility for Outcomes & Results, Work w. Group or Team

Table 6.2: 41 Org. descriptors from O*Net to represent the dimensions of OC. The category
column indicates the O*Net category of the descriptors. Categories with ‘*’ are subcate-
gories within the “Work Context” cateogry.

technology as well as human moderators. Any reviews deemed to be incentivized or co-

erced, are either not allowed or removed from the platform. To ensure a non-polarized

distribution of reviews, Glassdoor implements a key incentive policy known as, “give to

get” [241]. In this model to get full access to all reviews, viewers must contribute their

own review. This paradigm diminishes the effect of reactionary reviews by self-selected

users by encouraging more neutral opinions by all types of users [248]. The content posted

on Glassdoor remains anonymous, and the moderation strategies ensure that no sort of

individual-identifiable detail is disclosed in the content.

6.1.2 Aim 1: Operationalizing Organizational Culture

To measure OC through Glassdoor reviews, I first operationalized it with language over a

three-step approach: 1) Identify descriptions of multiple dimensions of OC. 2) Transform

the descriptions into word-vectors to represent OC within a linguistic and semantic context,

and 3) Compare the word-vector based OC construct to filter Glassdoor posts related to OC

and qualitatively investigate the posts’ keywords to establish face-validity.
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Identifying Descriptors of Organizational Culture

Language used by a community (or organization) provides a unique lens to interpret its cul-

ture [235, 244]. To understand the extent to which a text expresses OC, I first established an

ontology of job aspects that are indicative of different OC dimensions. For this, I obtained

job aspect descriptors from the Occupational Information Network (O*Net). O*Net (one-

tonline.org) is an online database of occupational information developed under the spon-

sorship of the U.S. Department of Labor/Employment and Training Administration (US-

DOL/ETA). These descriptors were motivated by organizational research literature [249,

250, 251]. O*Net describes 189 different job descriptors, categorized in 17 sub-categories,

which are further grouped into 8 primary categories. Each of the 189 job descriptors, like

Stress Tolerance, Level of Competition and Independence, is accompanied by a description.

To identify descriptors that align with known dimensions of OC, I along with a coau-

thor independently inspected each of the 189 descriptors in O*Net on the basis of four OC

instruments, Organization Cultural Inventory [252]), Organization Culture Profile [50]),

Hofstede’s Organization Culture Questionnaire [64], and Organization Culture Survey [239]).

Any discrepancies (n = 23) was mutually resolved by both authors on agreeable themes

and concepts. Overall this procedure had a Cohen’s κ (inter-rater reliability) score of 0.89

This process retained 41 descriptors, each of which describes an aspect of OC (see Ta-

ble 6.2). Also note that these dimensions are not necessarily mutually exclusive or dis-

joint [50, 253], leading to a significant overlap in ensuing analysis.

Transforming Descriptors into an OC Construct

Simply tokenizing the keywords in the 41 descriptors of OC would not adequately capture

the concept of OC. Therefore, I encapsulate the linguistic and semantic context of these

descriptions by using word embeddings [254, 255]. This approach represents words as a

vector in a higher dimensional space, where contextually similar words tend to have vectors

that are closer.
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Measure Total Mean Stdev.

Reviews 616,605 6,702 8312
Pros Sntncs. 1,386,787 15,073.77 18,408.64
Pros Words 10,747,265 17.42 20.91
Cons Sntncs. 1,715,875 18,650.82 22,786.10
Cons Words 17,150,342 27.81 47.24

Table 6.3: Descriptive stats. of Glassdoor dataset of
92 companies (sourced from top 100 of Fortune 500).
Aggregated values are per company.

Figure 6.1: Dist. of no. of words
per review in the Glassdoor dataset
of Fortune 100 companies.

I used pre-trained word embeddings in 50-dimensions (GloVe: trained on word–word

co-occurrences in a Wikipedia corpus of 6B tokens [245]). Building on prior work of rep-

resenting job aspects in lexico-semantic dimensions [256], I transformed the explanations

for each of the 41 descriptors ( Table 6.2) into a 50-dimensional word-embedding vector.

These 41 word-embedding vectors essentially characterize multiple dimensions of OC

in a latent semantic space. Collectively, they constituted my operationalized construct of

OC in the form of a 41-D word vector.

Validating our Operationalization of OC

To establish the validity of operationalized OC for practical use. I qualitatively inspected

the top keywords from our Glassdoor dataset, which were relevant to OC.

Compiling the Glassdoor Dataset. To obtain a diverse but voluminous dataset on

Glassdoor, I consulted the Fortune 500 list (ranked by revenue) [257] and obtained the

top 100 ranked companies. Only 8 of these companies appear in the list of Fortune 100

Best Companies to Work For [258]. Therefore, it is reasonable to assume that my sample

was not dominated by companies with positively-skewed employee experiences. I obtained

the public reviews of these organizations by web scraping Glassdoor. For each review, I

collected the textual components (segregated into Pros and Cons) and the reviewer’s em-

ployment information — role and location ( Table 6.3 and Table 6.1). Note that the content
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Figure 6.2: Top n-grams in sentences about OC (excluding lexical variants of keywords).
Darker colors (higher TF-IDF score) indicate greater relative importance within a particular
dimension. Dimensions have been categorized corresponding to the scheme in Table 6.2

distribution is skewed towards the Cons, but this observation aligns with activity on other

review platforms [259].
Filtering Posts about Organizational Culture First, Id derived a word-vector repre-

sentation of every sentence in the 616,605 posts (∼3M) from the Glassdoor dataset. Next, I

used cosine similarity to measure the similarity between each sentence’s word-embedding

representation and each of the 41 dimensions of OC [260, 24]. Higher cosine similarity in-

dicates that the sentence is semantically similar, or “talks about” that particular dimension

of OC. I retained any sentence that exhibited a similarity of more than 0.90 with any of the

OC dimensions [79]. Table 6.4 enlists a few paraphrased examples.

Establishing Face and Construct Validity

I obtained the top 100 keywords (n-grams, n=2,3,4) in all the retained sentences and

computed the TF-IDF score for these keywords across each of the 41 OC dimensions (simi-

lar to [255]). This score describes the relative importance of each keyword in the sentences

( Figure 6.2). I drew on the validity theory [261], to establish face and construct validity
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Example Text OC Dimension

Great training, really genuine and supportive colleagues, great ways
to get involved with interest groups— Proposal writing, research for
new industry areas, volunteer activities

Social

In many instances rank was invoked just to prove a point, rather that
using data for the same.

Importance of Being
Exact

The drive to succeed is key, however, it’s not a cut throat competition
- people are humble and people at all levels are interested and willing
to develop those at the lower career levels.

Level of Competition

If you have a goal and willing to work on it, senior management will
have a genuine interest in helping you succeed.

Coaching and De-
veloping Others

A lot of emphasis is on firm activities making it difficult to build
relationships as you can only meet coworkers on Fridays, if they do
come.

Establishing and
Maintaining Inter-
personal Relation-
ships

New recruits are immediately given responsibility, and can take
complete charge of their career development.

Initiative

Lot of group work makes the work easier and more fun. Independence

Table 6.4: The word-vector representation of these sentences that show a cosine similarity
of 0.90 or greater for the corresponding OC dimension. Note that the same sentence can
reflect multiple dimensions, but I only list one for brevity.

of contextualizing OC in Glassdoor data by qualitatively examining the importance of the

keywords in the OC dimensions. The most dominant keyword across several dimensions

was work life balance, and its lexical variants like “life balance”, “work life”. This recur-

rence could be because notions of work–life balance has many facets (beyond work-family

conflict) such as personal needs, social needs and team work [262]. Other keywords were

more discriminatory between OC dimensions. For instance, the keyword “good benefits”

was most important in reviews about dimensions like Support and Recognition. For em-

ployees, reward systems garner reciprocal loyalty and increase the perceived organizational

support [263]. Another such keyword is “job security”, which is most relevant to expe-

riences that refer to the Frequency of Conflict Situations dimension. This draws from the

fact that employees in workplaces that have high disagreements require more security and

stability of employment [64]. Other examples of identifiable n-grams are “flexible hours”

or “flexible work”. These keywords gain maximum importance in text associated with

the Face-to-Face Discussions dimension. Prior research found that teams with fluid hours
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accommodate more interactions [264]. Similarly, the terms “long hours” and “long time”

are important in texts related to the Stress Tolerance. Longer working hours not only causes

fatigue but also increases an employee’s exposure to work-related stressors [265, 266, 267].

Together, this evidence indicated that the OC construct built from curated O*Net job

aspect descriptors was able to capture the OC-related language used in Glassdoor reviews.

6.1.3 Aim 2: Modeling OC and examining its Relationship with Job Performance

Prior work in the domain states that organizational culture ( OC) influences individual

performance in the workplace [63, 62]. Therefore, to evaluate if my operationalization

of OC is meaningful, I modeled it with the performance of information workers across

different occupational sectors.

Compiling the Groundtuth Dataset

I obtained groundtruth dataset of individual job performance from three companies C1, C2,

and C3 — from the larger Tesserae Dataset (section 3.1), and the Glassdoor reviews of these

three companies. Together, it included individual difference attributes and job performance

of 341 information workers across 18 unique sectors in three companies C1, C2, and C3 in

the U.S ( Table 6.5). The individual attributes included demographic details such as age,

gender, education, supervisory role (supervisor / non-supervisor), income, and their role

in the organization. Additionally, it also included the measurement of personality traits

(FFM) and scores from a Shipley scale [268] that measured the executive function in terms

of fluid and crystallized intelligence.

In terms of job performance, the dataset provides two measures— 1) the IRB scale [117]

measures their In-Role Behavior that characterizes the proficiency at performing appointed

activities and tasks, and 2) the OCB scale [124] measures Organizational Citizenship Be-

havior which characterizes participation in extra-role activities that are not typically re-

warded by the management [118, 119, 120, 121]) .
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Table 6.5: Summary of individual attributes for Aim 2.

Measure Scale Range Mean Stdev. Distribution
Independent Variables

Demographics
Age 21-64 34.15 9.01
Gender Categorical: Male — Female
Job characteristics
Tenure Ordinal: 10 values [¡1Y,1Y,..¿8Y]
Supervisory Role Categorical - IT — Non IT
Personality Traits (BFI-2)
Extraversion 1-5 1.67-4.91 3.42 0.68
Agreeableness 1-5 2.08-4.91 3.85 0.54
Conscientiousness 1-5 1.92-5.00 3.90 0.65
Neuroticism 1-5 1.00-4.67 2.44 0.75
Openness 1-5 1.17-4.91 3.79 0.60
Executive Function (Shipley)
Crystallized: Abs. 0-25 0-23 17.11 2.97
Fluid: Voc. 0-40 0-40 33.06 3.93

Dependent Variables
Job Performance
IRB 7-49 20-49 44.48 4.57
OCB 20-100 32-100 56.20 10.28

The dataset categorized participants into 18 unique sectors based on role such as, “busi-

ness and financial operations” (115), “computer and mathematical” (105) and “manage-

ment” (50). Other participants were in sectors such as “office and administrative support”

and “healthcare practitioner”. Put together, I studied 25 combinations of company and

sector (eg. {C1, Computer and Mathematical}, {C2, Management and Consultancy}, etc.).

Accordingly, I obtained 23, 791 reviews on Glassdoor (22,794 for C1, 574 for C2, and

423 for C3). These reviews contained 1,654, 134, and 108 unique roles respectively. I

mapped these roles to 18 sectors using their semantic similarity (using pre-trained word

vectors trained on 6B tokens on the entire Wikipedia corpus) [245], and next, two re-

searchers manually verified the mapping, and edited the sector label wherever necessary.

Modeling and Quantifying OC by Org. Sector

I first collated all the reviews posted in different company sectors. Then, using word-

embedding based cosine similarity, I obtained the similarities of every review sentences
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Figure 6.3: Organizational culture as quantified via Glassdoor data per organizational sec-
tor in three companies C1 (top), C2 (middle), and C3 (bottom). The color and intensity of
the cells represent the positivity or negativity in that dimension of organizational culture.

with each of the 41 OC dimensions. Since every dimension of OC can be valued differently

by each employee, I qualified the raw similarity score with the help of Glassdoor’s Pros

and Cons structure. I assigned a weight of +1 to those sentences labeled as Pros and −1

to those sentences labeled as Cons. I obtain the weighted average of cosine similarities

for each dimension. Together, this reflected a 41-dimensional vector of OC. The value per

dimension is equivalent to how positive or negative that dimension was lexico-semantically

referred to in an organization’s Glassdoor reviews.

Figure 6.3 shows the distribution organizational culture in 41 OC dimensions in the

groundtruth dataset. OC was observed to vary across sectors both within and between

companies. For example, the reviews from employees in the sector “business and financial

operations” shows contrasting trends — while the reviews in C1 and C2 talk about OC in a
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similar way, the reviews of C3 typically discuss dimensions of OC in Cons.

Relationship between OC and Job Performance

I hypothesized that our approach of operationalizing OC can explain an individual’s job

performance which I obtain at the beginning of this section [237, 50, 62].

Hypothesis. Organizational culture provides significant explanatory power towards

one’s job performance.

To test this hypothesis, I first built a baseline model (Model 1), with individual at-

tributes, to predict job performance ( Equation 6.1). This was motivated by prior work that

has established that individual difference attributes (such as personality and executive func-

tion) are strong indicators of job performance [34, 269, 270, 271, 35, 272]. Next, I built

an experimental model (Model 2), where I incorporated OC alongside the individual differ-

ence variables, and predicted the same job performance measures again ( Equation 6.2).

I used three types of linear regression models with regularization, Lasso (L1 regular-

ization), Ridge (L2 regularization), and Elastic Net (both L1 and L2 regularization), and

two non-linear regression models, Support Vector Machines (SVM) regressor and Random

Forest regressor. To tune the parameters of the models, I used a grid search [273]. For

validation, I used a leave-one-out (loo) methodology to train and predict over the dataset.

Finally, I collated all the predicted data points, and obtain the pooled model performance

measures — these include Pearson’s correlation and Symmetric Mean Absolute Percentage

Error (SMAPE) to evaluate the predictive accuracy of our models, and R2 to evaluate the

model fit (here JP is job performance).

JP ∼ gender+ age+ income+ supervisory role+ tenure+ exec. function+ personality

(6.1)
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Table 6.6: Summary statistics of the “best” regression models in Model 1 and Model 2,
where Model 2 includes organizational culture, whereas Model 1 does not. ***: p <0.0001

Measure IRB OCB
Model 1 Model 2 Model 1 Model 2

Algorithm Lasso Ridge Ridge Ridge
R2 0.23*** 0.28*** 0.15*** 0.24***
Pearson’s r 0.43*** 0.45*** 0.32*** 0.41***
SMAPE 3.67 3.65 6.96 6.71

Figure 6.4: Scatter plots showing true and predicted values per Model 2 of IRB (left) and
OCB (right).

JP ∼ gender+age+income+supervisory role+tenure+exec. function+personality+OC

(6.2)

Does OC Explain Job Performance?

Model Performance. Table 6.6 summarizes the fit and accuracy metrics of Model 1 and

Model 2 for predicting job performance measures (IRB and OCB) (see Figure 6.4 for

scatter plots). I found that Model 2, which included the OC as a feature, performed better

than the Model 1. In the case of IRB, Model 2 fit 22% better, and Model 2 predicted 5%

better on the pooled correlation, with 0.6% lower SMAPE. In the case of OCB, the model

showed 60% better fit, 28% better prediction correlation, and 4% lower predicted error. All

these models fit and predict with statistical significance (p < 0.01).
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Table 6.7: Summary of regression coefficients in predicting job performance by Model 2.
This reports top 10 coefficients ranked on variable importance [276].

IRB OCB
Variable Coeff. Variable Coeff.

Freq. of Conflict Situations 0.59 Adaptability/Flexibility -49.92
Service Orientation 6.31 Work Schedules 1.45
Recognition 24.10 Face to Face Discussions 0.36
Independence -9.93 Importance of Being Exact -0.46
Responsibility for outcomes 0.89 Coaching Others -37.43
Working Conditions -8.58 Instructing -36.56
Freq. Decision Making -10.80 Wk. w/ Work Group -0.003
Enterprising 0.96 Conventional -167.92
Monitoring Resources 0.80 Support -72.41
Initiative -9.20 Maintain Relationships 75.35

Model Validity. Furthermore, I verified if this improvement was due to random noise created

by additional features in Model 2. Therefore, to reject the null hypothesis that a randomly

generated 41-D vector will perform better than Model 1, I drew on permutation test ap-

proaches [274, 275]. I ran 10,000 permutations of randomly generated OC vectors —

completely unrelated to actual review data or any other real data. I found that the prob-

ability (p-value) of improvement by a randomly generated feature set was 0.002 for IRB

and 0.0001 for OCB. Thus, I rejected the null hypothesis and established statistical sig-

nificance in the observed improvement with addition of OC based on a sector’s Glassdoor

posts. Table 6.7 reports coefficients of the top 10 OC dimensions (as ranked using variable

importance [276]) in Model 2.

Therefore, supporting our hypothesis in the previous subsection, I find that OC as com-

putationally modeled using Glassdoor reviews per organizational culture explains job per-

formance of individuals in those organizational sectors.

Post-Hoc: Does Language tell us more than Ratings?

Finally, after establishing that quantifying OC with Glassdoor posts of a sector does signif-

icantly explain individual performance at workplace, I revisitd the question, “is quantifying

via language actually effective?” As Glassdoor is a platform that allows employees to pro-

vide ratings, it was important to examine if features based on the language offer anything
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Figure 6.5: Pearson’s r of Models predicting individual job performance (M1: Model w/o
OC, MR: Model w/ Org. Sector wise Rating, M2: Model w/ OC via Language)

more than raw scores. For this, I built a third model where I only replace OC in Equa-

tion 6.2 with mean aggregated rating per sector. The Ridge model performed the best in

both the job performance measure predictions; in case of IRB, this model shows an ad-

justed R2=0.24, Pearson’s r=0.43, and SMAPE=3.65. In case of OCB, this model shows

Adj. R2=0.14, Pearson’s r=0.32, and SMAPE=6.95 – this model performs only as good as

Model 1 ( Table 6.5). So, Glassdoor content when quantified in the lexico-semantic space

bears greater explanatory power in comparison to a single numeric rating. These results fur-

ther validated my approach of operationalizing OC as a multi-dimensional construct [50]

instead of relying on a single value.

6.1.4 Summary

This study empirically studied OC with a passive sensing framework that leveraged large-

scale employee-contributed workplace experiences posted on Glassdoor. I examined the

linguistic dynamics in public-facing anonymized company reviews to describe culture and

developed a theoretically-grounded rendition of it in the form of a codebook. Subsequently,

I developed a lexicon to encapsulate culture in terms of 41 dimensions. I illustrated a

natural-language methodology to model culture for organizational facets (such as sector)
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and tested its explanatory power in predicting employee performance.

6.2 Modeling Organizational Networks to Aid Infectious Disease Crisis Response

In the wake of the Coronavirus Disease (COVID-19) [67], the U.S. witnessed more than

half a million cases at universities [277]. Colleges were one of the many organizations

that had to decide how to resume operations while also controlling spread of an infectious

disease [278, 279]. To reduce on-campus infections and the likelihood of superspreading

events, a recommended form of non-pharmaceutical intervention (NPI) is partial closure

of the campus [68]. The advancement in teleconferencing technology equips organiza-

tions to continue operations by adopting a form of campus closure — in universities this

is through remote instruction (RI) [280]. In higher education, this population of students,

staff, and faculty is functionally similar to information worker. However, when an orga-

nization keeps large portions of its population away due to closure, it can lead to broad,

negative, and indiscriminate impact on the community. For individuals, this lead loss in

learning outcomes [71, 72] and decreased mental wellbeing [73, 74]. For the larger organi-

zation, it can lead to losses in auxiliary revenue (e.g., boarding, parking, dining, etc.) [69,

70]. Therefore, by simply relying on RI, organizational campuses struggle to balance com-

munity health with the demands of learning, economy, and broad wellbeing [281]. Instead,

there is a need for a more versatile approach to design closure policies that empowers poli-

cymakers to accurately assess impact of closure interventions and model more data-driven

targeted intervention strategies.

This study showcases a new approach that organizations can take to design closure

policies by leveraging data from their existing WiFi infrastructure. My methodology, WiFi

mobility models (WIMOB), involves constructing anonymized mobility networks of cam-

pus (Figure 6.6a), which helps determine extended periods of collocation — or “proximate

contact” [282]— between individuals to describe contact networks on campus. Mobility

has always been used to dynamically model disease spread of influenza [283], rubella [284]
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Figure 6.6: The WiFi mobility models (WIMOB) methodology uses anonymized network logs to model campus mobility and target
spaces for localized closures (LC) (a) WiFi network logs reflect timestamps when people’s devices associate with access points (APs)
on campus. WIMOB mines these logs to characterize mobility as a bipartite graph that describes people (e.g., P1, P2) visiting campus
locations (e.g., L1, L2) during different times (e.g., t1, t2). Since people’s devices can proxy their presence, I estimate collocation (e.g.,
P1 and P2 were collocated at L1 at t1), and movement (P2 dwelled at L1 and then at L2). (b) I use the collocation network construct
a SEIR–based epidemiological ABM, calibrated to Fall 2020 incidence of COVID-19 (c) WIMOB highlights mobility behavior to
evaluate and inform policy. (c)–top-left: Mobility on campus between the top 100 most frequented locations on the GT campus in the
Fall semester of 2019. Edges only connect points of significant dwelling and thus do not represent pedestrian routes. (c)–top-right:
RI is a form of broad closure which affects a large number of students and locations.(c)–bottom-right: By contrast, I propose to use
WIMOB to parsimoniously identify a small set of spreader locations within buildings and design LC policies. (c)– bottom-left: I use
our epidemiological ABM to evaluate these policies under different budgetary constraints and various behavioral scenarios (Persistence,
Non-Residential Avoidance, Complete Avoidance). Our study shows that LC policies provide equal or better control on the disease
spread, and yet minimize the burden on campus compared to RI.

and COVID-19 [285, 286] showing the effectiveness of mobility restrictions at a regional–,

or city–level [287, 288, 289, 290, 291]. These studies typically rely on cell tower local-

ization or aggregating GPS information from mobile phones [292]. Neither of these data

sources are easy to access for organizational campuses. Alternatively, other studies have re-

lied on specialized user-facing data logging applications (e.g., contact tracing mobile apps)

[105, 106, 107, 293], but these require mass adoption and maintenance to represent the en-

tire community longitudinally. In contrast, my work repurposes already existing managed

WiFi networks to model mobility, which provides room level granularity for mobility [108,

109, 15, 110] and consequently indicates proximate contact [282]. This passive sensing

framework does not need any additional surveillance infrastructure. With the appropri-

ate privacy considerations, an organizational campus can obtain such data at a low cost,
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continuously and unobtrusively.

Particularly, WIMOB enables a more expressive toolkit for university policymakers that

represents contact longitudinally and allows them to assess closure at the granularity of a

room, suite, or hall. Thus, it is a passive sensing framework that lends itself to the design

of targeted interventions for localized closures within an organization (LC). I demonstrate

the utility of WIMOB with data collected over two years, of approximately 40, 000 anony-

mous occupants and visitors of GT, a large urban campus in the U.S. — including about

16, 000 undergraduate students, 9, 000 graduate students, and 7, 600 staff members. First,

my results found WIMOB to reveal novel structural characteristics of community network.

Second, by constructing and simulating an agent-based epidemiological model (ABM)

over the people–people contact networks (Figure 6.6b) derived from the collocation identi-

fied with WIMOB (Figure 6.6a), I illustrate the design of better LC policies which control

disease spread while minimizing disruption to community.

6.2.1 Leveraging Managed WiFi Networks

I present two sets of analyses in our work. The first set contrasts structural characteristics

of contact networks described by WIMOB with current practices that use enrollment data

(EN). In the next set, I used WIMOB to build an epidemiological model (an agent-based

model over the contact networks, referred to as ABM) and analyze the remote instruc-

tion (RI) and localized closure (LC) interventions in terms of their differences in dynamic

disease-control outcomes and burdens to campus.

WiFi Mobility

To characterize mobility (WIMOB), I utilized the dataset of WiFi logs as described in

section 3.2. I had access to logs from Fall 2019 through Fall 2020. The logs indicated if

any of 40, 000 unique visitors were connected to one of 6, 959 the WiFi access point (AP)

across all of campus. This was limited to indoor spaces where APs are located and the
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scope of this localization is at the granularity of a room or suite [108, 149]).

Studies on RI policies tend to assume that contact in universities is largely informed

by EN — transcripts showing student course registration [294]. Therefore, to compare the

efficacy of WIMOB, I refer to aggregated insights of enrollment networks (based on course

registration transcripts for GT). Note, I did not cross-identify any students. Additionally, I

used publicly accessible course schedules to approximate schedules of de-identified indi-

viduals and inferred if they were students or staff, and non-residential or residential.

Like most universities, GT’s managed WiFi network is not equipped with any Real-

Time Location System (RTLS) [150, 151]. RTLS systems use Received Signal Strength

Indicator (RSSI) values from multiple neighboring APs to provide high precise localiza-

tion of individuals in terms of time and space. However, deploying such systems requires

surveying the entire network. Additionally, precision localization raises more privacy con-

cerns. These factors together make it challenging for universities to justify the deployment

of RTLS, unlike small retail settings that can monetize RTLS insights directly (e.g., insights

on footfall can be tied to improving revenue).

Contact and Movement Networks. WIMOB leverages the logs to create bipartite

graphs Kt, for each day t, which connect P users to L access point locations (Figure 6.6a).

Any edge, {p, l}i indicates the ith instance when a p was dwelling at l. These edges describe

the time period of dwelling. Subsequently, by comparing all edges in Kt we can infer if

different individuals are collocated near an AP to create a contact network, Gt, for each

day t — between any collocated pi, pj ∈ P . These networks define the contact structure

for an epidemiological agent-based model at every time-step. Similarly, by inspecting the

sequence of dwelling locations for any p in graph K, I computed a mobility network, Ht

— between locations l ∈ L. My approach considered collocation as a form of proximate

contact — people in the same room — and therefore established collocation only when this

occurred for “an extended period” [282] of approximately 40 minutes.

Modeling Policies. In this study, I compared the disease outcomes and burdens of 2
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policies, Remote Instruction (RI) and Localized Closure (LC), both of which were modeled

with WIMOB. For RI I inferred enrollment size of each course in Fall 2019 by determining

the number of unique individuals that visited lecture locations during scheduled times.

After the first week, I applied the RI by removing all visiting edges in Kt for any lc ∈ LRI

if visits were during lecture times of course c with an enrollment ≥ 30. This helped create

counterfactual contact networks G′
t. The removal of edges from K described the mobility

budget of RI and the structure of G′
t indicated the risk of exposure budget. I designed LC

with these budgets by identifying locations for closure (LLC) with different algorithms, such

as PageRank [295], Eigenvector Centrality [296], Load Centrality [297], and Betweenness

Centrality [298]. When a location was closed, I removed all edges in Kt connected to any

lx ∈ LLC. I aggregated the movement graph Ht over a week and applied the algorithms to

identify locations. Subsequently, I identified the number of top-ranked locations to remove

such that the resultant counterfactual contact network G′′
t has is within 1% of the budget.

The budgets varied for different behavioral scenarios and I only compared policies within

the same scenario.

Disease Simulation

Here I summarize our epidemiological model and calibration process.

Agent-Based Model. I constructed an agent-based model (ABM) that captures the

spread of COVID-19 between individuals active on campus. This ABM leveraged the con-

tact networks produced by WIMOB. The simulation iterated a time-step each day with the

underlying contact networks i.e., Gt for no interventions, G′
t for RI, and G′′

t for LC. Each

agent in the ABM followed a modified version of susceptible–exposed–infectious–removed

(SEIR) template that disambiguates the infectious compartment into asymptomatic and

symptomatic. New infections were introduced to the model either externally or internally.

External transmission arose because individuals could contract the virus outside campus

and bring the infection back for local spread [299, 280]. I adopted data of positive cases
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Table 6.8: Model Parameters of the ABM

Parameter Definition Value Std Source

p Transmission probability: For any edge between
a susceptible and infectious individual in the con-
tact network, p is the probability that the suscep-
tible person will enter into the exposed state. This
only dictates internal transmission

0.034 0.007 Calibration

α Scaling factor of the normalized confirmed cases
in the surrounding county. This is the parameter
for us to generate Iout(t)

0.032 0.0032 Calibration

I0 Proportion of population that is asymptomatic at
day 0

0.012 0.0009 Calibration

pS Probability of exposed persons becoming symp-
tomatic

0.66 - [302]

∆S Incubation period (days) since the first day of ex-
posure

5 - [302]

∆Asym→R Asymptomatic duration (days); it is the time taken
for an asymptomatic person to recover since the
first day of exposure

7 - [302]

∆I , σI Time of a symptomatic entering isolated since the
first day of exposure of a symptomatic person

8 2 [303]

∆R, σR Time for recovery for a symptomatic, since the
first day of exposure

12 2 [304]

pD Death rate under isolation 0.0006 - [304]
The variables p, α, and I0 are estimated by calibrating the simulation model on the first 5 weeks of positivity rates

provided by GT surveillance for Fall 2020, while incorporating external cases from Fulton County. These parameters

were found by validating the ABM on the remaining weeks of Fall 2020.

from Fulton county [300] with a scaling factor α to estimate the probability that a suscep-

tible individual, who is active on campus, was infected from interactions that took place

outside campus. Internal transmissions were determined by p, as the probability of sus-

ceptible individuals in contact with an infectious one. I calibrated the parameters related to

disease transmission by training and validating our models on the positivity rate reported

by GT surveillance testing [301].

Calibration. For this study, I estimated three key parameters: (i) infectious indi-

viduals at day 0, (ii) transmission probability between infectious and susceptible individ-
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uals, and (iii) the probability of infection transmission from contacts outside the network.

I estimated the range of optimal parameters for disease transmission by minimizing the

root means square error (r.m.s.e) between the Georgia Tech surveillance testing positive

rates [305, 301] and the observed positivity rate of the model every week— percentage of

new asymptomatic cases out of the total testable population. The surveillance testing con-

ducted by GT was designed for detecting individuals who contracted COVID-19 without

showing Flu-like symptoms within the community [305]. I calibrated the model on the

positivity rates on the first 5 weeks of Fall 2020. To attain a point estimation of the optimal

parameters, I fitted the model to predict trends in the remaining weeks by running a numer-

ical optimization algorithm, Nelder-Mead [306]. To account for quantitative uncertainty, I

estimated a range of parameters, within 40% of optimum r.m.s.e [288]. For other model pa-

rameters, I adopted values proposed by previous studies on similar populations [302, 303,

304]. Table 6.8 shows a full list of our parameters.

Variation of Parameters. Note that the calibration characterized latent factors asso-

ciated with pandemic-related cautious behaviors, including the relationship with external

transmission. And these factors could be related to “county characteristics, partisanship,

media consumption, and racial and ethnic composition” [307]. To account for the effect

of these varying latent factors on disease outcomes, I performed additional calibrations for

hypothetical variations in disease spread. For these analyses I kept the GT mobility behav-

ior constant while calibrating the model on different time periods of surveillance testing

and on positivity rates of different U.S. universities — University of Illinois at Urbana-

Champaign [308] and University of California [–ucbcv19testing˝], Berkeley. I evaluated

RI and LC on these variations and describe the design of these complementary experiments

for additional robustness. in SI Sensitivity Analyses. Results of all calibration parameters

are described in Table 6.8.
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Figure 6.7: Results show difference in structural characteristics of contact networks from EN (course enrollment) and WIMOB
(campus mobility). (a) In general, EN overestimates connections (grey edges) between students (green nodes) and does not anticipate
changes through the semester. EN assumes 90% of students to be connected in a single component, but WIMOB reveals (red edges) that
on any given week only 69% are in the largest component (those not on campus are isolated and shown in the circumference). Moreover,
WIMOB reveals that density of connections changes over the semester. (b) EN depicts campus contacts to be connected closely into a
“small world”. WIMOB shows that contacts evolve over time. As mobility captures interactions outside classrooms I observe that for the
first 6 weeks the shortest transmission path between people is shorter than what is reported by EN. (c) Enrolling into a course does not
necessitate physically collocating with the class for extended periods (students can also choose to be entirely absent). WIMOB reflects
this behavior and highlights a decline in average contacts over time. (d) These structural differences can help policymakers anticipate
the effect of closure policies by describing how it fragments the underlying contact network. EN shows that remote instruction leads to
a 94% reduction in contacts and 50% increase in transmission path length (similar to numbers reported in prior work [309], shown as
EN (Ext.)). However, the estimate is significantly lower when measured using WIMOB. As a result, WIMOB emphasizes the limits of
remote instruction policies and in turn motivates new policies that can be designed and evaluated with actual on-campus behavior.

6.2.2 WIMOB provides local, holistic and dynamic structural insights for contact networks

on campus

EN approximates contact based on students enrolling for classes that could potentially

collocate them in the same room during lectures. EN can provide structural insights on

density of connections and disease transmission paths to inform modeling disease simu-

lations [294]. However, such static data can overestimate attendance and ignore overlap

between courses (via instructors) and organic interactions outside classes (e.g., waiting ar-

eas, dining, parties, and extra-curricular activities). Therefore, using EN can overemphasize

the disease-mitigating structural changes to the network by RI interventions. By contrast,

WIMOB is more grounded in community behavior as it captures multiple scheduled and

serendipitous contact situations dynamically over the semester. I compared the features of

contact networks constructed with WIMOB, against networks constructed with EN using

data from GT for Fall semester of 2019 (August 19 – December 14), prior to any COVID-
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19 reported cases in the U.S. I found that WIMOB rendered new insight into contact on

campus that was invisible to the EN methodology.

WIMOB characterizes temporal variation in proximity

Variation in contact over the semester would naturally impact the severity of disease spread.

However, EN describes a static network that does not capture such dynamics (Figure 6.7a).

Instead, I found that WIMOB shows contacts got sparser over the semester. Figure 6.7c

presents a notable decline in contacts after the first two weeks, which coincides with mul-

tiple orientation seminars and the so-called “course shopping” period of Fall 2019. In fact,

contact decreased considerably in classrooms, with a steeper slope possibly because of re-

duction in attendance. WIMOB was able to reveal other observable changes, such as drop

in contacts during exam period (week 15) and increase after fall recess (week 10). EN

rendered a highly connected static network, which can miscalculate the speed at which a

disease spreads. By contrast, the longitudinal behavior represented by WIMOB can help

universities anticipate disease spread more accurately.

EN overestimates contact-based risk

Campuses can assess risk of an outbreak by characterizing the number of individuals that

would be at risk of infection through contact. In our study, EN indicated 99% of the in-

dividuals on campus were clustered in a single component — if any of them would have

been infected in Fall 2019, the entire component would be at risk. From the lens of EN a

virus can exhaust an entire population with infection very early. However, WIMOB showed

that only 69% of the population was connected in a single component. This difference is

because WIMOB can distinguish how many individuals are active on campus. Therefore,

WIMOB provides a pragmatic estimate of risk by grounding it in local occupancy and helps

campuses budget for resources better.
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WIMOB reveals different paths for disease transmission

Reports suggest that a key contributor to cases in the pandemic is actually clustering of

individuals in non-academic spaces [280]. However, EN does not depict a holistic view

of campus contact. It is limited to classrooms and, therefore, fixates on contacts in lec-

tures, while ignoring other spaces. In fact, WIMOB showed that in the first 6 weeks of

Fall 2019, the shortest path among individuals was smaller than that approximated by EN

(Figure 6.7b). WIMOB revealed new paths in the contact network from situations out-

side classes. On a given week, WIMOB showed the average shortest path with contact

is 3.26(±0.5) when only considering lectures, whereas capturing all contexts reduced the

average shortest path to 2.67(±0.28). Characterizing shorter pathways is crucial for poli-

cymakers as closure policies by design aim to disconnect these pathways.

EN overemphasizes the impact of remote instruction

Prior work used EN to posit that RI reduces contact and in turn significantly fragments the

network for disease spread in universities [309, 310]. To compare policy effectiveness with

WIMOB, I operationalized RI in this study:

Remote Instruction (RI): The status quo for data-driven policies offers strictly online in-

struction for large class enrollment, while continuing the other classes in person.

When using EN to model contacts, I implemented RI by removing connections be-

tween students who were only in contact through courses of size ≥ 30. When using

WIMOB to model contacts, I removed connections between students if they were

only connected because of collocations during scheduled lectures of such courses.

I evaluated the effectiveness of such a policy if it were applied in Fall 2019, with both

WIMOB and EN. Figure 6.7d shows that RI with EN reduced contact by 94% and increases

shortest path by 50%. However, the same intervention with WIMOB showed a relatively

milder impact (contact reduction 45%; shortest path increase 11%). This reinforces that
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contact outside courses were significant and remain unaffected by enrollment-oriented poli-

cies like RI. Instead, WIMOB provided a more encompassing view of the structural effects

to a network and motivates design of more impactful closure policies.

6.2.3 Epidemiological model built with WIMOB shows that LC yields better infection

reduction outcomes with lower burden

As outlined above, EN does not comprehensively capture the contact on campus. By con-

trast, contact networks built with WIMOB demonstrate new structural insights, which are

critical to describe disease spread. A campus is composed of many different spaces, and

EN does not have the flexibility to design closure of such spaces or assess its impact. These

drawbacks naturally motivate a new approach to design interventions. Since WIMOB mit-

igates the limitations of EN, I leveraged it to demonstrate the effectiveness of localized

closure (LC) policies.

WIMOB can model RI and LC interventions with various configurations

Prior works show a few locations are responsible for majority spread [288] and restricting

movement between them leads to greater control [311]. In addition to RI, I modeled LC,

which I formalize as follows:

Localized Closure (LC): I identified rooms–level spaces that are highly central location

nodes in the network. I removed contacts between people who are only connected

because of collocating at these locations. While, I employed various centrality al-

gorithms to identify such locations, for the results discussed in this section I use

PageRank [295]).

I found that, if COVID-19 spread through a regular semester, the cases rose after 7 days

(Figure 6.8a). Therefore, I applied both RI and LC interventions after the first week.

To make the comparisons between the closure policies, I established fixed budgets to

design LC based on the resource utilization on RI. I considered 2 kinds of budgets, (i)
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Figure 6.8: Results of policy interventions with our calibrated ABM on contact networks from Fall 2019, derived from WIMOB
(a) This graph compares the mean active infections between LC and RI. LC show improved outcomes (shaded regions) even when
constrained to the same restrictions of RI policies. (a)–inset: After the first wave, even though LC shows slightly higher active infections,
the cumulative infections are still lower, especially those that are a result of internal transmission on campus. (b) Outcomes of policies
within the same behavioral scenario are shown with boxes of the same color (RI policies are solid, LC policies are hatched) and box
heights represent the 2.5th and 97.5th percentile. In S1 , even though LC and RI are equally burdensome in terms of students avoiding
campus, LC shows improved outcome on peak reductions. In fact, for the other scenarios, LC shows better outcomes than RI, without
forcing as many students into online schedules, and, therefore, being even less burdensome with greater impact.

mobility reduction — to depict space use on campus, and (ii) risk of exposure — to re-

flect testing capacity. Also note, response to closure policies can lead to unpredictable

side-effects in campus behavior, particularly when a student’s schedule is entirely online.

Therefore, I design policies within three behavioral scenarios (each with a varying budget):

S1: Persistence: Irrespective of the locations closed or classes restricted, individuals con-

tinue their other visiting behaviors.

S2: Non-Residential Avoidance: Non-residential students stop all visits to campus if they

enrolled in at least 3 courses and the policy forces their entire academic schedule

online.

S3: Complete Avoidance: Same as S2, but even residential students avoid campus based

on their schedule.
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Similar to other works that model closure [309, 312], I assume that when a location is

shutdown, the individuals who ought to have visited that location isolated during the time.

To devise interventions,WIMOB estimated how RI uses the budget and then designed

LC to match this budget under every behavioral scenario Table 6.9 describes how the budget

for each policy varies.

I present differences between LC and RI based on three infection reduction outcomes;

peak infections (maximum active cases on a given day), internal transmission (exposure

from infected individuals on campus), and total infections (cumulative cases at the end of

the semester). Additionally, I measured the burden of policy interventions with the number

of locations closed — requires resources to monitor and maintain super-spreader locations,

the percentage of students that avoid campus — disruption to learning outcomes [71, 73],

and the percentage of individuals completely isolated — worsens mental wellbeing [313].

LC cause greater reduction in peak infections, while affecting fewer locations

Controlling peak infections relaxes the burden on a university to support positive cases for

any given day, and allows resources to be distributed over time. In all behavioral scenar-

ios of our simulation of Fall 2019, I observed that the peak reduction was significantly

better in LC (Figure 6.8) than RI. While RI impacted 58 different locations (classrooms

and lecture halls), in S1 and S2 , LC achieved better outcomes by closing fewer locations.

For example, in S2 , RI achieved a 28.9% peak reduction, but LC showed reductions of

49.3% (mobility budget) and 48.1% (exposure risk budget). This was attained by closing

38 or 50 locations respectively. Therefore, with such policies, policymakers need to restrict

fewer locations to remarkably minimize the pressure of active infections on campus (e.g.,

diagnoses, treatment, quarantining).
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Table 6.9: Comparison of policies in terms of controlling the disease and impacts on cam-
pus in Fall 2019.

Behavioral
Scenario

S1: Persistence S2: Non-Res Avoidance S3: Complete Avoidance

Policy RI LC RI LC RI LC

Budget - Mobility
(95.5%)

Exposure
Risk
(18800)

- Mobility
(92.3%)

Exposure
Risk
(16900)

- Mobility
(69.2%)

Exposure
Risk
(12700)

Infection Reduction Outcomes

Peak Infec-
tions (%)

25.34 36.92∗∗ 34.30∗∗ 35.44 49.33∗∗ 52.19∗∗ 61.62 69.34∗∗ 64.44∗∗

Total Infec-
tions (%)

6.99 10.63∗∗ 8.19∗∗ 14.88 13.96∗ 15.67 33.00 33.4 26.94∗∗

Internal
Transmis-
sions (%)

17.13 22.62∗∗ 21.01∗∗ 27.58 35.35∗∗ 39.20∗∗ 54.00 70.89∗∗ 60.90∗∗

Burdens on Campus

Locations Af-
fected

58 18 19 58 38 50 58 192 124

Students
Avoiding (%)

0 0 0 9.30 0.20 0.45 27.21 12.45 6.57

Completely
Isolated on
Campus (%)

5.42 8.40 8.40 5.95 5.72 5.71 7.09 5.18 5.23

Within each behavioral scenario, I performed the Kruskal-Wallis H-Test [314] to compare
outcomes of LC with RI. I found that LC leads to significantly improved peak infection reduction
and internal transmission. In terms of reduction in total infections, the outcomes were comparable
in general but varied by specific scenarios. In addition, every policy also exerted some burden on
campus, either in terms of locations affected, students avoiding campus or isolation. I observed

that LC policies focus on fewer locations (except in S3 ). Moreover, these policies affected fewer
student’s schedules and therefore fewer people avoid campus due to completely remote schedules.

Finally, LC does not increase the percentage of people completely isolated on campus (p-value:
< 0.01:∗, < 0.001:∗∗).
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LC lead to comparable reduction in total infections, while keeping more students on cam-

pus

Universities want to minimize the number of infected cases while ensuring majority of the

population remains active on campus to continue successful operation. In Scenario S1 ,

the total number of infections reduced by both LC was more than the reduction shown

by RI. For other behavioral scenarios the total infection reduction between policies was

similar. In contrast, the impact the policies had on the student schedules was remarkably

different. RI forced multiple students to adapt to fully online schedules. In Scenario S2 ,

9% of students did not visit campus and in S3 , 27% of students did not visit campus. On

the other hand, in LC, the number of students expected to avoid campus could be as low

as 0 and never exceeded 12%. Besides sustaining economic loss to the campus, remote

instruction can increase anxiety among students and hinder learning outcomes [73, 74].

Compared to RI, LC offers policymakers a way to defend against turnover in the student

population, without compromising overall control of disease spread (Table 6.9). Limiting

the number of students that avoid campus helps preserve on-campus businesses [315, 316]

and minimally disrupts the student wellbeing.

LC cause greater reduction in internal transmission without causing further isolation on

campus

Universities want to limit infection spread, but they must also ensure that aggressive poli-

cies do not worsen mental wellbeing of the community. In terms of internal transmission

the reduction was significantly larger with LC (Table 6.9). However, when LC restricted the

infections early in Fall 2019, it left more individuals susceptible to external transmission.

College student behavior outside campus on weekends and breaks is known to impact local

transmission [317]. When policymakers consider LC they should also consider policies on

re-entry or required testing based on off-campus activities. In terms of isolating individuals

on campus, it’s notable that LC and RI were similar in S2 . Interestingly, in S3 , where
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LC closed more than 100 locations, the percentage of isolated individuals per week was

less than that of RI. This finding implies that LC can keep individuals on campus without

forcing them into complete isolation. Therefore, LC can help alleviate concerns of closure

interventions that increase loneliness and limit social connectedness [318].

LC identifies a wider variety of auxiliary spaces.

By using WIMOB to design LC I was able to identify locations for closure at the granularity

level of rooms, including unbound spaces such as lobbies and work areas. As policy design

budgets changed with every behavioral scenario I found that LC identified different types

of locations for closure. First, in S1 , I found that most locations that LC targeted are a

subset of the auditoriums–like rooms where large classes would take place in Fall 2019.

Note, LC needs to restrict only a few such spaces to utilize the same budget as RI. This

was because, under S1 , RI policies only altered visits to lectures, while these spaces are

used for other purposes during other times (e.g., club activities and seminars). I also found

that LC targeted ‘high traffic’ locations like conference center lobbies which are typically

used as waiting areas or for networking events. Next, in Scenario S2 , I saw that in addition

to spaces mentioned earlier, interestingly LC further restricted the use of smaller rooms

(occupancy 13 − 35) which would not be affected by RI (as only classes of size ≥ 30

are offered online). LC also targeted areas in the recreation center (which includes locker

rooms and indoor courts for 4 − 20 people). This insight indicates that WIMOB accounts

for a diverse set of student activities. Lastly, in Scenario S3 , LC targeted closure of activity

in far more spaces than RI. However, the better outcomes can be attributed to the fact that

LC diversified the potential restriction areas. LC restricted heavily used small study rooms

or breakout rooms (for 1−6 people). Furthermore, it restricts use of spaces where multiple

small groups of people can organically assemble, such as cafes, dining halls, and reading

areas. I also observed that LC restricted activity in about 10 Greek Houses but does not

target other housing areas — demonstrating its ability to restrict social behavior that could
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amplify disease spread.

Sensitivity and robustness analyses

So far, I used an ABM calibrated on the positivity rate of the first 5 weeks of Fall 2020.

This rate can be influenced by many latent factors (e.g., mask-wearing, hand washing,

distancing, and compliance) on a campus. To study any effect of these variations, I also

calibrated on different time windows throughout the semester. I calibrate on weeks 5 − 9

and 10−14 in Fall 2020, and validate on the remaining semester. In both cases, compared to

RI, I found that LC still exhibits better reduction in peak infections (up to 90%) and internal

transmission (up to 77%). In the original calibration, LC maintained the same level of total

infections as RI, but with the new periods I found total infections were substantially less

than RI. Another important variable for positivity is the wider context of the campus e.g.

urban/rural, the surrounding county, city, etc. To investigate this, I also calibrated our ABM

on the positivity rate of different universities in the US in Fall 2020 (along with information

from their county to seed external cases). Consider this as a hypothetical where the mobility

of the GT community remains the same but disease outcomes resemble a different campus.

I calibrated on data from University of Illinois at Urbana-Champaign and University of

California, Berkeley. I found no remarkable differences from our findings with GT.

6.2.4 Summary

NPIs are the first line of defense for campuses to respond to contagious diseases like

COVID-19 [319, 320]. Traditional, approaches such as EN can misconstrue contact on

campus, leading to policies like RI, which can have broad impacts despite their effects on

curbing the disease spread. This study demonstrated a passive sensing framework that re-

purposed logs from a managed WiFi network (WIMOB) to drive organizational decisions

for effective localized closure policies (LC). Overall, WIMOB presents an attractive and

practical method to inform better public health policies.
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CHAPTER 7

METHODOLOGICAL CHALLENGES IN EFFECTIVELY MODELING

PASSIVELY SENSED DATA TO INFER PSYCHO-SOCIAL EXPERIENCES OF

WORKERS

Over the course of the previous chapters, I have described a variety of passive sensing

frameworks to improve information worker experiences. These studies demonstrated dif-

ferent types of everyday digital technologies that can be repurposed to describe the worker

in a way that is automatic, continuous, and unobtrusive. Moreover, these frameworks can

inform technologies and approaches of working by clarifying individual, team, and orga-

nizational worker-based phenomena. While these frameworks promise a variety of advan-

tages over conventional methods like surveys, they still have their own pitfalls as they are

often modelled on surveys. Therefore, if we are to deploy these frameworks, it begs the

question if we are actually sensing what information workers do and feel, or just how they

report it. The latter is often the basis of ground truth in the studies I have shown. And it

can be challenging to determine how true the ground truth is.

RQ IV: What are the methodological challenges of building effective passive sensing

frameworks for information worker experiences?

In this chapter I posit that passive sensing frameworks are methodologically challenged

because of poor understanding of ground truth.

7.1 The Semantic Gap in Passive Inference of Mental Wellbeing:

Motivation and Hypotheses

Ground truth is merely an abstraction or interpretation of what an individual is really per-

ceiving [321]. Even for the same mental state, individuals can respond to surveys differ-
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ently because of self-presentation bias [9] and non-response bias [322]. These nuances are

loaded into the ground truth labels but are often ignored by passively sensed data. This lack

of information, or abstraction of it, leads to a mismatch between model estimates and the

actual mental state of the individual [323]. Some areas of computing refer to the abstraction

between a computational model and the variable of interest as the “Semantic Gap” [324].

This gap is stark when the signals gleaned from computational data do not coincide with

the factors affecting the ground truth. I argue that, for real-world longitudinal studies of

mental-wellbeing, the semantic gap limits certain passive sensing models due to the nature

of ground truth measures.

Consider a dominant form of mental wellbeing ground truth, self-reports [325, 326,

327, 145, 328]. While self-reports can approximate the psychometric component of stress

(e.g., nervousness or apprehension), they do not reflect the physiological one (e.g., increase

heart rate) [329]. A survey response may be influenced by the retrospective psychological

effect at the time of reporting [330, 331]. Importantly, self-reports are sensitive to psycho-

social factors such as recall bias, impression bias, and self-censorship [9, 322, 332]. An

individual’s self-report can be disconnected from their behavior because they are uncom-

fortable disclosing the severity of their state [321, 322]. These psychosocial influences on

self-reports are invisible to typical approaches of passive sensing, which focus on individ-

ual physical behaviors, such as activity duration, mobility, and device usage. Despite the

same bodily response to watching an intense horror movie compared to being reprimanded

by a supervisor; a survey response could report different stress severity for each experience.

On the other hand, physiological measures of ground truth might indicate the same sever-

ity, but ignore the negativity associated with the experience. Therefore, predictive models

trained on an individual’s activity data can be limited simply because of a mismatch be-

tween the choice of feature representations and the type of ground truth measurement. I

believe this represents a semantic gap. In this chapter I empirically demonstrate that this

gap exists in our domain and prescribe approaches to mitigate it.
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Other computing areas plagued by the semantic gap teach us that this gap is narrower

when the low-level representations (e.g., passively sensed features) and high-level represen-

tations (e.g., ground truth values) for the same concept are semantically analogous [323].

This fundamental informs my inquiry. For example, posts on online social media can en-

capsulate the same psycho-social influences that interfere with self-reports, in terms of

self-disclosure [333] and censorship [334]. This raises the question, RQ1: “Compared

to behavioral signals, do social signals have a smaller semantic gap with psychological

interpretations of wellbeing?”. My study investigates two specific hypotheses:

H1a. Features extracted from social media posts are more predictive of self-reported anx-

iety than features extracted from sensors of offline physical activity

H1b. Features extracted from social media posts are more predictive of self-reported stress

than features extracted from sensors of offline physical activity

By contrast, physical behaviors from offline sensing are semantically closer to physio-

logical aspects, such as arousal [335, 336, 337]. This raises the question, RQ2: “Compared

to social signals, do behavioral signals have a smaller semantic gap with physiological in-

terpretations of wellbeing?”. I investigate this with a specific hypothesis:

H2. Features extracted from physical activity sensors are more predictive of high arousal

duration than features extracted than social media posts

It is typically challenging to observe the semantic gap in practical deployments because

most efforts to predict mental wellbeing, focus on limited sensor streams and a limited

set of corresponding ground truth measures. To mitigate this, I investigate the gap by

leveraging a unique dataset that includes a variety of ground truth measures for mental

wellbeing states and a variety of passively sensed data (section 3.1).

I employed the triangulation method [338] to investigate if this gap exists. I compared

the predictive efficacy of different passive sensing approaches on different measures of
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ground truth for mental wellbeing. One relied on the offline physical activities sensed from

smartphones, wearables, and Bluetooth. The other relied on the online language extracted

from posts on social media. With these I built models to predict two different interpretations

of a worker’s mental state — the first is self-reports of state anxiety and stress, and the

second is a measure of physiological arousal through a wrist-worn sensor.

Primarily, this study presents a case that characterizes the semantic gap in passive sens-

ing for predictive wellbeing and demonstrates an approach to reduce it. By highlighting

this semantic gap, my aim is neither to identify the most credible instrument of ground

truth nor is it to deplore particular sensor streams. Instead, I intend to clarify why passive

sensing models of mental wellbeing appear to work or fail. Moreover, acknowledging the

semantic gap in our domain leads to several key implications. Through the results of my

study, I encourage researchers to consciously understand the nature of ground truth labels

and what factors influence that measure. And, in cases of limited sensing affordances for

field study deployments, my findings motivate a more theoretical approach to sensor and

modality selection for efficacious predictive studies.

7.2 Study and Data

This work relied on data collected from a large multimodal sensing effort known as the

Tesserae Project (section 3.1). Such a dataset is particularly appropriate for my research

questions because it contains different interpretations of the ground truth (self-reported

and physiological) as well as multiple sources of passive data (physical activity and social

media posts). This study only considered those 317 participants that consented to data

collection of offline behaviors as well as the social media collection. 129 participants

reported they were female and 188 reported they were male ( Figure 7.1).

Throughout the study, the phone agent facilitated Ecological Momentary Assessments

(EMAs) to capture daily variations in mental wellbeing states. The self-reports for anxiety

and stress formed the basis of the perceptual representation of ground truth (RQ1). Simi-
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Figure 7.1: Summary of participants. The solid red line indicates the median and the dotted
green lines indicate the inter-quartile range.
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Figure 7.2: Distribution of Ground Truth. The solid red line shows the median and the
dotted green lines show the inter-quartile range.

larly, the wearable provided daily estimates of the duration an individual’s physiology was

in a state of high arousal (RQ2) [133]. Figure 7.2 shows the distribution of the ground truth.

For purposes of passive sensing, a phone application was installed in participants’

smartphones [78] and they were provided a wearable device (Garmin Vivosmart) along

with Bluetooth beacons (Gimbal) [111]. These devices captured offline behaviors such as

phone usage, locations, steps, sleep, and presence at home. The features for these sensors

are described in this study are described in Table 3.1. Moreover, a subset of participants ex-

plicitly consented to the study of their historical and prospective social media data [94]. The

corresponding linguistic features are described in Table 3.2. These different data sources

represented the different comparative models analyzed in this study.
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Figure 7.3: The triangulation framework helps compare different prediction models. For
H1a and H1b, Mpa and Msm predict self-reports of anxiety and stress respectively. For H2,
Mpa and Msm predict high arousal duration.

7.3 Method

To test my hypotheses, I compared the performance of two approaches for predicting dif-

ferent ground truth for mental states. The first used modalities with psycho-social signals,

Msm(social media language features), while the second is used those with behavioral sig-

nals, Mpa(physical activity features). It is known that neither self-report assessments nor

arousal measurements alone can comprehensively capture the nuances of anxiety or stress.

Therefore, I compared different approaches to predict them as a means to disentangle the

semantic relationship between low-level computer representations and high-level human

wellbeing constructs. This approach was motivated by previous works that used quanti-

tative data triangulation [338] to elucidate the complexities in different phenomena. The

general framework of triangulation [339] is suitable for deconstructing predictive analysis

of wellbeing using passive sensing because it “adds rigor, breadth complexity, richness, and

depth to any inquiry”. Figure 7.3 illustrates an overview of my investigation framework.
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7.3.1 Feature Engineering

This study refers to both anxiety and stress, in terms of a ‘state’, because these constructs

are susceptible to change in short periods of time. In the scope of this work, the ground truth

measures (both self-report and arousal) were collected at the day-level granularity [111].

Prior works in pervasive sensing for mental wellbeing [340, 341, 342] motivated me to ana-

lyze behavior not just during the day of ground-truth measure, but also in periods preceding

it. Even theoretically, mental states are indicated by general trait behavior that changes but

is less sensitive [331]. Therefore, my approach accounted for the historic sensor data to

approximate the target concept. To this end, I first collated features that spanned a period

prior to the prediction day.

Feature Windows

The predictive models I built for both Mpa and Msm to consider a window of time for the

features. For instance, to predict the state-anxiety (H1a) for day n the model analyzed

features in a span of d days before n. Here, d dictates the fixed window size.

Physical Activity. Since offline sensors could continuously monitor individuals I varied

the window size between 1− 15 days. This results in f × d dimensions if f is the original

set of features computed for each day and d is the window size. Importantly, these sensors

were not active before the first self-report was collected for any participant [111], therefore

this modality was limited in how far the window could stretch retrospectively. Since the

average participants had 31 labels the upper limit of 15 days was chosen to balance the

remaining days for evaluation. If a window of, say, 31 days was chosen then in most cases,

only the most recent label would have physical activity features for every day while all days

before that would have empty data.

Online Language. Unlike physical activity data, which provided a near-continuous and
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contiguous signal, the online language data obtained from social media is extremely spo-

radic. Social media can be considered a form of “virtual sensor” that capture rich momen-

tary events, which occur irregularly [343]. This is inherent to the approach as people do not

post regularly, thus making social media platforms approximate event-based sensors. Thus,

the window size for this modality varied between 30 − 180 days, with a shift of 30 days

between each window. In contrast to offline sensors that were only instrumented after en-

rollment, social media allowed me to access data prior to enrollment and could, therefore,

support a much broader window [94].

Prepossessing

This section elaborates on my methodology for imputing missing values and standardizing

features in windows.

Physical Activity. On certain days particular features could be missing due to participant

compliance (e.g., the participant did not charge a device or data failed to log). Conse-

quently, I imputed the missing values of a feature by substituting it with the mean of that

feature for an individual for a given window. To demonstrate, if a feature value was missing

for an original feature fa on day dj , then the average will be
∑d

i=1 f
a
i /d, where d is all days

the feature was not null. After this the features were standardized by subtracting the mean

of the feature values and dividing it by the standard deviation. Similar to the imputation, the

standardization procedure was also applied within windows, i.e., the average and standard

deviation for any feature fa
i , was calculated on [fa

1 , f
a
d ] where d is the window size.

Online Language. Empty values occur much more frequently because most participants

did not post everyday. Because of this limitation, filling in missing values with averages

could lead to washing out any true variations. Therefore, I heuristically rejected windows

that had fewer than 1 post per week on account of low density. This was followed up by the

approach described earlier where both imputation and standardization are applied within

windows.
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7.3.2 Feature Processing and Model Training

I developed different non-linear regression models for Mpa and Msm to estimate self-

reported state anxiety (H1a), perceived stress (H1b), and objectively measured high-arousal

duration (H2). In particular, I trained models with both modalities using estimators that rely

on ensemble learning because these approaches “reduce the variance — thereby improving

the accuracy” of estimates [344, p. 1]. The Random Forest regressor aggregates inde-

pendent decision trees, each of which learns on a random sample of input features [345].

Gradient Boost learns incrementally over time by increasing the importance of poorly es-

timated observations in every subsequent iteration [346]. An additional variation to this is

Extreme Gradient Boosting (XGBoost), which is both robust to noise and designed to deal

with sparse input features [347], such as those extracted from social media data. Moreover,

a different model was built for every window size and each model was trained using a 5-

fold cross-validation method. Additionally, the grid search approach tuned the parameters

for each model [273]. Since the information used to predict the target value for each day

was spread across a window of d days, it leads to f×d dimensions, which can sabotage the

training because of the curse of dimensionality. To tackle this, I employed certain feature

transformation and reduction techniques to improve the model training. These processing

approaches are applied to each model separately, i.e., it is unique to the window size. Given

the cross-validation approach, these feature processing steps were “fit” only to the training

data without incorporating any of the observations in the testing folds.

Coefficient of Variance

First, I estimated the variance explained by each dimension measuring the coefficient of

variance (CV) [146]. With a conservative bound, I remove dimensions that are beyond

1 standard deviation of the average CV. For the linguistic features included in the Msm

models, this typically led to a dimension reduction by 20 − 26% with windows varying

between 30− 180 days. For the physical activity features in Mpa, this led to a reduction of
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32− 14% for windows of size 1− 14 days. Note: The Mpa model used in H2 does not use

this aspect of the pipeline because it produces a better model without this selection.

Principal Component Analysis

Next, I further reduced the dimensions by performing PCA on the remaining dimensions [348].

This approach identifies latent components in the data (linear combinations of existing di-

mensions) that explain maximum variance. The first set of principal components that can

cumulatively explain more than 90% of the variance in the data were selected as dimensions

going forward. For Mpa, between window sizes of 1 − 14 days, this process reduced di-

mensions by 62−84% respectively. Similarly, for Msm, between window sizes of 30−180

days I found a reduction of 51− 86%.

Mutual Information

Lastly, for Msm I included a final shortlist of dimensions based on mutual information be-

tween the input dimensions and the target variable [349]. Based on the mutual information

scores, this process selected the top 10 percentile dimensions. It is important to note that

this procedure is both unnecessary and detrimental to apply on the features of Mpa as these

models had lower dimensionality to begin with and reduction beyond the PCA described

earlier generated weaker models.

7.4 Results

I study the semantic gap by comparing different prediction approaches with an analytic

process grounded in the data triangulation framework [338]. This framework enabled

me to methodologically evaluate heterogeneous approaches to understand the same phe-

nomenon [339]. The approaches I compared in this study differ in terms of both data

source and methodology. Therefore, for each , this study addresses the research questions

on the basis of the best models for Mpa and Msm.
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Table 7.3: Summary of between–models comparison for self-reported anxiety
(‘-’:p < 1, ‘.’:p < 0.1, ‘*’:p < 0.05, ‘**’:p < 0.01, ‘***’:p < 0.001)

Pearson’s R SMAPE

Regressor Mpa Msm Mpa Msm

Random Forest 0.34*** 0.56*** 0.18 0.16

Gradient Boost 0.27*** 0.51*** 0.19 0.17

XGBoost 0.27*** 0.51*** 0.19 0.17

Window Size (days) 13 30 13 30

Within Modality Comparisons. The best model was chosen based on the highest pooled

Pearson’s correlation between the true values and the predicted values. Specifically, I

pooled together the predictions from each cross-validation fold and then computed the cor-

relation with the ground truth. This approach is robust to heterogeneity in target variables’

distribution between folds and provides a more generic measure of performance [350]. I

used the Pearson’s correlation coefficient because it spans all samples to describe a com-

plete relationship, is not sensitive to the distribution of samples, and does not assume nor-

mality [209]. This correlation contrasts a model’s input features and the target variable.

For internal validity of the regression models, I compared the Symmetric Mean Absolute

Percentage Error (SMAPE) against an arbitrary regression model that always predicted the

mean of the training data.

Between Modality Comparisons. Once the best models of Mpa and Msm were identified

I validated comparisons between Mpa and Msm by performing a permutation test [349,

274]. Essentially, I attempted to reject the null hypothesis that a random set of features in

a similar feature space (range and dimensionality) will still perform better than the worse

model [146]. As a result, I permuted random features in the same space and compute the

probability (p−value) of such an arbitrary model improving over the benchmark.
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(b)𝑀𝑠𝑚

Figure 4: Comparing models with different window length
to predict anxiety

Table 3: Summary of between models comparison for self-
reported anxiety
(‘-’:𝑝 < 1, ‘.’:𝑝 < 0.1, ‘*’:𝑝 < 0.05, ‘**’:𝑝 < 0.01, ‘***’:𝑝 < 0.001)

Pearson’s R SMAPE
Regressor 𝑀𝑝𝑎 𝑀𝑠𝑚 𝑀𝑝𝑎 𝑀𝑠𝑚

Random Forest 0.34*** 0.56*** 0.18 0.16
Gradient Boost 0.27*** 0.51*** 0.19 0.17
XGBoost 0.27*** 0.51*** 0.19 0.17

Window Size (days) 13 30 13 30

washing out any true variations. Therefore, we heuristically re-
jected windows that have fewer than 1 post per week on account of
low density. This was followed up by the approach described ear-
lier where both imputation and standardization are applied within
windows.

4.2 Feature Processing and Model Training
We developed different non-linear regression models for 𝑀𝑝𝑎 and
𝑀𝑠𝑚 to estimate self-reported state anxiety (H1a), perceived stress
(H1b), and objectively measured high-arousal duration (H2). In par-
ticular, we trained models with both modalities using estimators
that rely on ensemble learning because these approaches “reduce
the variance — thereby improving the accuracy” of estimates [114,
p. 1]. The Random Forest regressor aggregates independent de-
cision trees, each of which learns on a random sample of input
features [63]. Gradient Boost learns incrementally over time by in-
creasing the importance of poorly estimated observations in every
subsequent iteration [34]. An additional variation to this is Extreme
Gradient Boosting (XGBoost), which is both robust to noise and
designed to deal with sparse input features [21], such as those ex-
tracted from social media data. Moreover, a different model was
built for every window size and each model was trained using a 5-
fold cross-validationmethod. Additionally, the grid search approach
tuned the parameters for each model [97]. Since the information
used to predict the target value for each day was spread across a
window of 𝑑 days, it leads to 𝑓 ×𝑑 dimensions, which can sabotage
the training because of the curse of dimensionality. To tackle this
we employed certain feature transformation and reduction tech-
niques to improve the model training. These processing approaches
are applied to each model separately, i.e., it is unique to the window
size. Given our cross-validation approach, these feature processing
steps were “fit” only to the training data without incorporating any
of the observations in the testing folds.

4.2.1 Coefficient of Variance. First, we estimated the variance ex-
plained by each dimension measuring the coefficient of variance
(CV) [88]. With a conservative bound, we remove dimensions that
are beyond 1 standard deviation of the average CV. For the lin-
guistic features included in the𝑀𝑠𝑚 models, this typically led to a
dimension reduction by 20 − 26% with windows varying between
30 − 180 days. For the physical activity features in𝑀𝑝𝑎 , this led to
a reduction of 32 − 14% for windows of size 1 − 14 days. Note: The

𝑀𝑝𝑎 model used in H2 does not use this aspect of the pipeline because
it produces a better model without this selection.

4.2.2 Principal Component Analysis. Next, we further reduced the
dimensions by performing PCA on the remaining dimensions [112].
This approach identifies latent components in the data (linear com-
binations of existing dimensions) that explain maximum variance.
The first set of principal components that can cumulatively explain
more than 90% of the variance in the data were selected as dimen-
sions going forward. For𝑀𝑝𝑎 , between window sizes of 1− 14 days,
this process reduced dimensions by 62− 84% respectively. Similarly,
for 𝑀𝑠𝑚 , between window sizes of 30 − 180 days we observed a
reduction of 51 − 86%.
4.2.3 Mutual Information. Lastly, for 𝑀𝑠𝑚 we included a final
shortlist of dimensions based on mutual information between the
input dimensions and the target variable [102]. Based on the mu-
tual information scores, this process selected the top 10 percentile
dimensions. It is important to note that this procedure is both
unnecessary and detrimental to apply on the features of 𝑀𝑝𝑎 as
these models had lower dimensionality to begin with and reduction
beyond the PCA described earlier generated weaker models.

5 RESULTS
This paper studies the semantic gap by comparing different predic-
tion approaches with an analytic process grounded in the data tri-
angulation framework [35]. This framework enabled us to method-
ologically evaluate heterogeneous approaches to understand the
same phenomenon [30]. The approaches we compared in this study
differ in terms of both data source and methodology. Therefore, for
each modality this paper addresses the research questions on the
basis of the best models for𝑀𝑝𝑎 and𝑀𝑠𝑚 .
Within Modality Comparisons. The best model was chosen on
the basis of the highest pooled Pearson’s correlation between the
true values and the predicted values. Specifically, we pooled to-
gether the predictions from each cross-validation fold and then
computed the correlation with the ground truth. This approach is
robust to heterogeneity in target variables’ distribution between
folds and provides a more generic measure of performance [2].
We used the Pearson’s correlation coefficient because it spans all
samples to describe a complete relationship, is not sensitive to the
distribution of samples and does not assume normality [76]. This

Figure 7.4: Comparing models with different window length to predict anxiety

7.4.1 RQ1: Semantic Gap in Predicting Psychological Aspects of Wellbeing

H1a: Msm is a better predictor of self-reported anxiety

We find language on social media to be more indicative of self-reported state anxiety when

compared with physical activity from offline sensors. With physical activity features, we

find the best model for Mpa to be with a window length of d = 14 and using the Random

Forest regressor (Figure 7.4a). This model recorded a Pearson’s r= 0.34. In compari-

son to an arbitrary regressor, which demonstrated a SMAPE= 0.20, this model shows a

SMAPE= 0.18, a 10% improvement over the baseline. By contrast, for the same target

variable, the best Msm model was at d = 30 with a Random Forest regressor (Figure 7.4b),

which yields a Pearson’s r= 0.56. In comparison to the baseline (SMAPE= 0.21), this

model improves by 30% (SMAPE= 0.14). Between models, we see the Pearson’s r in the

anxiety values predicted by Msm to be 64% better than values predicted by Mpa. To test

the robustness of this comparison I ran the pipeline for Msm 1000 times with randomly

generated permutations of the feature values and find the probability of improvement over

Mpa to be less than 0.001. As a result, this asserts Msm is more predictive of self-reported

state anxiety than Mpa, and this supports hypothesis H1a (Table 7.3).
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(b)𝑀𝑠𝑚

Figure 5: Comparing models with different window length
to predict stress

Table 4: Summary of between models comparison for self-
reported stress
(‘-’:𝑝 < 1, ‘.’:𝑝 < 0.1, ‘*’:𝑝 < 0.05, ‘**’:𝑝 < 0.01, ‘***’:𝑝 < 0.001)

Pearson’s R SMAPE
Regressor 𝑀𝑝𝑎 𝑀𝑠𝑚 𝑀𝑝𝑎 𝑀𝑠𝑚

Random Forest 0.37*** 0.51*** 0.18 0.17
Gradient Boost 0.31*** 0.44*** 0.18 0.18
XGBoost 0.32*** 0.45*** 0.18 0.18

Window (days) 14 30 14 30

correlation contrasts a model’s input features and the target vari-
able. For internal validity of the regression models, we compared
the Symmetric Mean Absolute Percentage Error (SMAPE) against an
arbitrary regression model that always predicted the mean of the
training data.
Between Modality Comparisons. Once the best models of𝑀𝑝𝑎

and𝑀𝑠𝑚 were identified we validated comparisons between𝑀𝑝𝑎

and 𝑀𝑠𝑚 by performing a permutation test [5, 102]. Essentially,
we attempted to reject the null hypothesis that a random set of
features in a similar feature space (range and dimensionality) will
still perform better than the worse model [88]. As a result, we
permuted random features in the same space and compute the
probability (𝑝−value) of such an arbitrary model improving over
the benchmark.

5.1 RQ1: Semantic Gap in Predicting
Psychological Aspects of Wellbeing

5.1.1 H1a: 𝑀𝑠𝑚 is a better predictor of self-reported anxiety. We
find language on social media to be more indicative of self-reported
state anxiety when compared with physical activity from offline
sensors. With physical activity features, we find the best model
for𝑀𝑝𝑎 to be with a window length of 𝑑 = 14 and using the Ran-
dom Forest regressor (Figure 4a). This model recorded a Pearson’s
r= 0.34. In comparison to an arbitrary regressor, which demon-
strated a SMAPE= 0.20, this model shows a SMAPE= 0.18, a 10%
improvement over the baseline. By contrast, for the same target
variable, the best𝑀𝑠𝑚 model was at 𝑑 = 30 with a Random Forest
regressor (Figure 4b), which yields a Pearson’s r= 0.56. In com-
parison to the baseline (SMAPE= 0.21), this model improves by
30% (SMAPE= 0.14). Between models, we see the Pearson’s r in
the anxiety values predicted by𝑀𝑠𝑚 to be 64% better than values
predicted by𝑀𝑝𝑎 . To test the robustness of this comparison we ran
the pipeline for𝑀𝑠𝑚 1000 times with randomly generated permuta-
tions of the feature values and find the probability of improvement
over𝑀𝑝𝑎 to be less than 0.001. As a result, this asserts𝑀𝑠𝑚 is more
predictive of self-reported state anxiety than𝑀𝑝𝑎 , and this supports
hypothesis H1a (Table 3).

5.1.2 H1b:𝑀𝑠𝑚 is a better predictor of self-reported stress. Similar
to the previous result, language on social media is more predictive of
self-reported stress than physical activity from offline sensors. In the

case of𝑀𝑝𝑎 , the window length of 𝑑 = 14 with the Random Forest
regressor (Figure 5a) emerged at the best model with a Pearson’s
r= 0.36. This improved on the baseline (SMAPE= 0.20) by 10%
(SMAPE= 0.18). On the other hand, the best 𝑀𝑠𝑚 model was at
a 𝑑 = 30, also with Random Forest shows a Pearson’s r= 0.51
(Figure 5b). Compared to the baseline (SMAPE= 0.20), this model
had a SMAPE= 0.17, i.e., a 15% improvement. When comparing the
two models, we find the Pearson’s r of𝑀𝑠𝑚 to be 37% better than
that of𝑀𝑝𝑎 . The permutation test was run 1000 times for random
versions of𝑀𝑠𝑚 and improved over𝑀𝑝𝑎 less than 0.001 of the time.
Based on the results, 𝑀𝑠𝑚 was a better predictor of self-reported
stress than𝑀𝑝𝑎 , and therefore the hypothesis H1b holds (Table 4).

5.1.3 Post-Hoc Analysis. The results of the experiments argue that
features extracted from social media posts can encapsulate analo-
gous phenomena and therefore predict the target variable better.
However, social signals can be derived from data acquired through
offline signals as well. Since offline interactions are subject to similar
presentation effects [45], we performed an additional experiment
that augments 𝑀𝑝𝑎 with some physically sensed social features.
In particular, we used the Bluetooth beacons to identify social be-
haviors, such as the time of first interaction, number of unique
interactions and their duration (Table 5). We included these fea-
tures to the models used to test𝑀𝑝𝑎 to predict the ground truth. The
paper refers to this combined modality as,𝑀∗

𝑝𝑎 . In fact, the pipeline
used for𝑀𝑝𝑎 is the best framework for𝑀∗

𝑝𝑎 as well. For anxiety, the
optimal results were produced with a random forest regressor at a
window length of 𝑑 = 13 where the Pearson’s r is 0.49. Albeit still
less than 𝑀𝑠𝑚 (Pearson’s r is 0.56), this was markedly more than
the best model for 𝑀𝑝𝑎 (Pearson’s r is 0.34) by 64%. Actually, for
predicting stress, the best results emerged with the same regressor
and same window length (Pearson’s r = 0.51). Not only was it better
than𝑀𝑝𝑎(Pearson’s r = 0.37) by 41%, it was comparable to𝑀𝑠𝑚 as
well (Pearson’s r = 0.51).

5.1.4 Interpretation. The results for predicting self-reported anxi-
ety and self-reported stress support our hypotheses towards our
first research question, which investigates if features encapsulat-
ing social signals reduce the gap with self-reported measures of
wellbeing (Figure 6a and Figure 6b). To reemphasize the intuition
behind these hypotheses we reiterate the motivation discussed in
Section 2.3. Mental wellbeing constructs like anxiety and stress

Figure 7.5: Comparing models with different window length to predict stress

Table 7.4: Summary of between–models comparison for self-reported stress
(‘-’:p < 1, ‘.’:p < 0.1, ‘*’:p < 0.05, ‘**’:p < 0.01, ‘***’:p < 0.001)

Pearson’s R SMAPE

Regressor Mpa Msm Mpa Msm

Random Forest 0.37*** 0.51*** 0.18 0.17

Gradient Boost 0.31*** 0.44*** 0.18 0.18

XGBoost 0.32*** 0.45*** 0.18 0.18

Window (days) 14 30 14 30

H1b: Msm is a better predictor of self-reported stress

Similar to the previous result, language on social media is more predictive of self-reported

stress than physical activity from offline sensors. In the case of Mpa, the window length

of d = 14 with the Random Forest regressor (Figure 7.5a) emerged at the best model with

a Pearson’s r= 0.36. This improved on the baseline (SMAPE= 0.20) by 10% (SMAPE=

0.18). On the other hand, the best Msm model was at a d = 30, also with Random Forest

shows a Pearson’s r= 0.51 (Figure 7.5b). Compared to the baseline (SMAPE= 0.20), this

model had a SMAPE= 0.17, i.e., a 15% improvement. When comparing the two models,

we find the Pearson’s r of Msm to be 37% better than that of Mpa. The permutation test
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Table 7.5: Social features extracted from offline sensors

Category Features Stream

Colocation Time of first and last interaction, number of interac-
tions, number of unique participants, duration of inter-
actions, percentage alone, percentage with at least one
/two /three others

�

was run 1000 times for random versions of Msm and improved over Mpa less than 0.001 of

the time. Based on the results, Msm was a better predictor of self-reported stress than Mpa,

and therefore the hypothesis H1b holds (Table 7.4).

Post-Hoc Analysis

The results of the experiments argue that features extracted from social media posts can

encapsulate analogous phenomena and therefore predict the target variable better. How-

ever, social signals can be derived from data acquired through offline signals as well. Since

offline interactions are subject to similar presentation effects [351], we performed an ad-

ditional experiment that augments Mpa with some physically sensed social features. In

particular, we used the Bluetooth beacons to identify social behaviors, such as the time of

first interaction, number of unique interactions, and their duration (Table 7.5). I included

these features in the models used to test Mpa to predict the ground truth. The chapter refers

to this combined modality as, M∗
pa. In fact, the pipeline used for Mpa is the best frame-

work for M∗
pa as well. For anxiety, the optimal results were produced with a random forest

regressor at a window length of d = 13 where the Pearson’s r is 0.49. Albeit still less

than Msm (Pearson’s r is 0.56), this was markedly more than the best model for Mpa (Pear-

son’s r is 0.34) by 64%. Actually, for predicting stress, the best results emerged with the

same regressor and same window length (Pearson’s r = 0.51). Not only was it better than

Mpa(Pearson’s r = 0.37) by 41%, it was comparable to Msm as well (Pearson’s r = 0.51).
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Figure 7.6: Comparison between best models of different modalities (RQ1)

Interpretation

The results for predicting self-reported anxiety and self-reported stress support my hy-

potheses towards my first research question, which investigates if features encapsulating

social signals reduce the gap with self-reported measures of wellbeing (Table 7.6a and

Table 7.6b). Mental wellbeing constructs like anxiety and stress have different aspects.

Self-reports are skewed to capture the psychological aspects [330] that might not be con-

cordant with how the individual actually behaves. Moreover, self-reports are influenced

by many social effects of self-presentation such as impression management [9, 352] and

response bias [322]. These effects are inconspicuous to sensors that capture physical ac-

tivity, even though that data can be modeled to predict such self-report (evident from the

improvement on the baseline). By contrast, data sourced from social media are weaved

with similar ecological effects that could influence an individual’s self-report. For exam-

ple, self-disclosure [333] and self-censorship [334] are both factors that affect the language

posted online. This could explain why Msm exhibited better results than Mpa when trying

to predict self-reports. Relatedly, incorporating more explicitly social features in offline

sensing also shows an improvement in the prediction (M∗
pa).
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(b)𝑀𝑠𝑚

Figure 7: Comparing models with different window length
to predict high-arousal duration

Table 6: Summary of model comparison between models to
predict high-arousal duration
(‘-’:𝑝 < 1, ‘.’:𝑝 < 0.1, ‘*’:𝑝 < 0.05, ‘**’:𝑝 < 0.01, ‘***’:𝑝 < 0.001)

Pearson’s R SMAPE
Regressor 𝑀𝑝𝑎 𝑀𝑠𝑚 𝑀𝑝𝑎 𝑀𝑠𝑚

Random Forest 0.63*** 0.56*** 0.45 0.46
Gradient Boost 0.60*** 0.54*** 0.46 0.46
XGBoost 0.61*** 0.55*** 0.43 0.46

Window (days) 11 150 11 150
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Figure 8: Comparison between best models of different
modalities (RQ2)

arousal by expending energy [81], while reduced sleep can be the
result of increased arousal [84]. This kind of information is challeng-
ing for passive sensing through online traces to perceive as people
only present a part of their selves on such platforms. Accordingly,
𝑀𝑝𝑎 performed better in this regard due because offline modalities
that continuously capture an individual’s functioning can illustrate
richer representations of their behavior.

5.3 Participant-Independent Models
The models described in Section 5.1 and 5.2 were validated by us-
ing some observations in the training folds while others are used
in testing folds (each participant had an average of 33 days of
data). Such approaches, known as “mixed-model” or “personalized-
model”, account for individualized routine and trait-like propensi-
ties to predict the target variable and has been used in prior works
in longitudinal sensing with smartphone data [31, 104] and social
media data [22]. An alternative approach to modeling sensor data
is with participant-independent models which treat testing data
as entirely unseen participants. These are expected to generalize
better to new participant data. To inquire our hypotheses with this
approach we first performed a participant-independent 5-fold cross
validation. We followed the same feature processing described in
Section 4.2, with the only difference being that 𝑀𝑠𝑚 performed
better without any additional mutual information based feature

selection (Section 4.2.3). For H1, we found that the best model for
𝑀𝑠𝑚 significantly estimated both self-reported anxiety (Pearson’s r
= 0.15 with XGBoost when 𝑑 = 180) and stress (Pearson’s r= 0.08
with Random Forest when 𝑑 = 90). In contrast, however,𝑀𝑝𝑎 mod-
els did not significantly estimate the ground truth at all (Pearson’s
r= 0.02 for anxiety and Pearson’s r= 0.02 for stress). For H2, the
best model for𝑀𝑝𝑎 significantly estimated high arousal duration
(Pearson’s r= 0.52 with XGBoost when 𝑑 = 1), whereas the best per-
formance for𝑀𝑠𝑚 did not show significant correlation (Pearson’s
r= 0.03). Further, we also performed a leave-one-participant-out
validation for both hypotheses. Again for H1, we found that only
𝑀𝑠𝑚 could significantly estimate self-reported anxiety (Pearson’s
r= 0.08 with XGBoost when 𝑑 = 30) and stress (Pearson’s r= 0.07
with XGBoost when 𝑑 = 30). Similarly, for H2, only 𝑀𝑝𝑎 signif-
icantly estimated high arousal duration (Pearson’s r= 0.52 with
Gradient Boost when 𝑑 = 1). Even though the performance of
person-independent models was lower than the personalized ones
(as shown in similar studies [31, 104]), we still found that these mod-
els demonstrated a persistent semantic gap. Table 7 summarizes the
comparison between𝑀𝑝𝑎 and𝑀𝑠𝑚 for the different hypotheses.

6 DISCUSSION
The findings of the paper reveal the presence of this semantic gap
in studies to infer mental wellbeing. This is not meant to discourage
research in this space, but to highlight the untapped potential of
these studies. For instance, our post-hoc analyses in Section 5.1.3
and 5.2.2 illustrated that models improve by incorporating features
reflecting social signals. To this end, we propose a set of guidelines
for researchers in social computing andCSCW ,who plan to conduct
passive sensing studies to infer mental wellbeing.

6.1 Ground Truth Matters
In studies of mental wellbeing, even with validated
instruments to assess groundtruth, researchers need
to consider how this ground-truth represents or ab-
stracts the underlying mental wellbeing construct
(psychological or physiological). Consequently, re-
searchers must account for the different factors that
affect these representations (e.g., social biases or be-
havioral artifacts) to get optimal results.

Figure 7.7: Comparing models with different window length to predict high-arousal dura-
tion

Table 7.6: Summary of model comparison between–models to predict high-arousal dura-
tion
(‘-’:p < 1, ‘.’:p < 0.1, ‘*’:p < 0.05, ‘**’:p < 0.01, ‘***’:p < 0.001)

Pearson’s R SMAPE

Regressor Mpa Msm Mpa Msm

Random Forest 0.63*** 0.56*** 0.45 0.46

Gradient Boost 0.60*** 0.54*** 0.46 0.46

XGBoost 0.61*** 0.55*** 0.43 0.46

Window (days) 11 150 11 150

7.4.2 RQ2: Semantic Gap in Predicting Physiological Aspects of Wellbeing

H2: Mpa is a better predictor of objectively-measured high-arousal duration

While predicting high-arousal duration the model built with physical activity features was

better than the corresponding model built with social media language features. We find

the best model for Mpa to be at window length of d = 15 with the XGBoost regressor

(Figure 7.7a), which showed a Pearson’s r= 0.63. This surpassed the baseline (SMAPE=

0.54) by 16% (SMAPE= 0.45). In comparison, the best performing Msm model occured at
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d = 150, also with Random Forest, which yielded a Pearson’s r= 0.56 (Figure 7.7b). This

model had a SMAPE= 0.43, i.e., a 20% improvement on the baseline (SMAPE= 0.54).

In comparison to Msm the Pearson’s r of Mpa is 13% better. To reject the possibility of

chance improvement, from 1000 randomly generated permutations of Mpa less than 0.01

feature sets improved over Msm. These results indicate that Mpa is a better predictor of

self-reported stress than Msm and therefore supports hypothesis H2 (Table 7.6).

Post-Hoc

Similar to the analysis performed in subsubsection 7.4.1, I further experiment on predicting

physiological wellbeing by including offline sensed social features (Table 7.5). The argu-

ment to pursue such an analysis in the light of RQ1 was to estimate the effects of social

signals from alternative sources to reduce the potential semantic gap. However, in RQ2

testing a prediction with M∗
pa is to explore how social factors interact with physical signals

to predict physiological aspects of wellbeing. On experimenting with M∗
pa we find that a

random forest regressor at a window length of d = 13 yielded the best result of Pearson’s r

= 0.69. Compared to the large boost we observed in predicting self-reports, adding social

signals to predict objective measurements only augmented Mpa (Pearson’s r is 0.63) by

only 9%. While this is still noticeable, I believe the improvement is limited by the nature of

the additional signal (psycho-social) in comparison to the representation that is being pre-

dicted (physiological). Therefore, although additional features can lead to some increment

in performance, large boosts can be achieved when a model is augmented by semantically

similar features (subsubsection 7.4.1).

Interpretation

The findings for predicting high arousal duration support my hypotheses towards the sec-

ond research question, which speculates a reduction of the semantic gap in predicting ob-

jective measures of wellbeing by modeling features with behavioral signals (Figure 7.8).
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Figure 7.8: Comparison between best models of different modalities (RQ2)

This question was proposed to provide divergent validity to the first question and reinforce

the quantitative data triangulation method of validation [338]. The physiological aspects

of wellbeing can often be independent of what individuals report [330]. It can be subject

to inherent beliefs, other subjective factors, and confounding mental phenomena [353]. On

the other hand, the physiological experience of the individual remains consistent. Further-

more, the physical behaviors of an individual are coupled with physiological responses to

wellbeing constructs like stress. For example, increased activity can reduce arousal by ex-

pending energy [336], while reduced sleep can be the result of increased arousal [337].

This kind of information is challenging for passive sensing through online traces to per-

ceive as people only present a part of their selves on such platforms. Accordingly, Mpa

performed better in this regard due because offline modalities that continuously capture an

individual’s functioning can illustrate richer representations of their behavior.

7.4.3 Participant-Independent Models

The models described in subsection 7.4.1 and subsection 7.4.2 were validated by using

some observations in the training folds while others are used in testing folds (each partic-

ipant had an average of 33 days of data). Such approaches, known as “mixed-model” or

“personalized-model”, account for individualized routine and trait-like propensities to pre-

dict the target variable. These have been used in prior works in longitudinal sensing with
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Table 7.7: Summary of best models for participant independent models.
(‘-’:p < 1, ‘.’:p < 0.1, ‘*’:p < 0.05, ‘**’:p < 0.01, ‘***’:p < 0.001)

5-Fold CV LOPO CV

Ground Truth Measure Mpa Msm M∗
pa Mpa Msm M∗

pa

H1a Self-Reported Anxiety 0.02- 0.15*** 0.02- 0.02- 0.08*** 0.02-

H1b Self-Reported Stress 0.02- 0.08** 0.02- 0.02- 0.07** 0.02-

H2 High Arousal Duration 0.52*** 0.03- 0.55*** 0.52*** 0.03- 0.55***

smartphone data [354, 340] and social media data [355]. An alternative approach to mod-

eling sensor data is with participant-independent models which treat testing data as entirely

unseen participants. These are expected to generalize better to new participant data. To in-

quire my hypotheses with this approach I first performed a participant-independent 5-fold

cross-validation. I followed the same feature processing described in subsection 7.3.2, with

the only difference being that Msm performed better without any additional mutual infor-

mation based feature selection (subsubsection 7.3.2). For H1, I found that the best model

for Msm significantly estimated both self-reported anxiety (Pearson’s r = 0.15 with XG-

Boost when d = 180) and stress (Pearson’s r= 0.08 with Random Forest when d = 90).

In contrast, however, Mpa models did not significantly estimate the ground truth at all

(Pearson’s r= 0.02 for anxiety and Pearson’s r= 0.02 for stress). For H2, the best model

for Mpa significantly estimated high arousal duration (Pearson’s r= 0.52 with XGBoost

when d = 1), whereas the best performance for Msm did not show significant correlation

(Pearson’s r= 0.03). Further, I also performed a leave-one-participant-out validation for

both hypotheses. Again, for H1, we found that only Msm could significantly estimate self-

reported anxiety (Pearson’s r= 0.08 with XGBoost when d = 30) and stress (Pearson’s

r= 0.07 with XGBoost when d = 30). Similarly, for H2, only Mpa significantly estimated

high arousal duration (Pearson’s r= 0.52 with Gradient Boost when d = 1). Even though

the performance of person-independent models was lower than the personalized ones (as

shown in similar studies [354, 340]), I still found that these models demonstrated a persis-

tent semantic gap. Table 7.7 summarizes the comparison between Mpa and Msm for the
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different hypotheses.

7.5 Guidelines

The findings of this study reveal the presence of the semantic gap in studies to infer mental

wellbeing. I propose a set of guidelines for researchers in social and ubiquitous computing,

who plan to conduct passive sensing studies to infer mental wellbeing.

7.5.1 Ground Truth Matters

In studies of mental wellbeing, even with validated instruments to assess ground

truth, researchers need to consider how this ground truth represents or abstracts

the underlying mental wellbeing construct (psychological or physiological).

Consequently, researchers must account for the different factors that affect

these representations (e.g., social biases or behavioral artifacts) to get optimal

results.

My results show that the presence of a semantic gap reflects a mismatch between what

computational models represent and what different ground truth represent for the same

mental wellbeing state. From the perspective of computer scientists, the ground truth is

considered an unquestionable “gold standard”. The literature has discussed several chal-

lenges to passive sensing [356], such as choice of device, application, duration, and sam-

pling rate. My findings extend this list with a focus on ground truth representations. This

study demonstrates a case that urges conscious consideration of the ground truth’s sensi-

tivity to ecological factors. Many studies in the community tend to acquire ground truth

in situ [357, 79, 78, 111] but it distances the researchers from carefully observing the

circumstances of ground truth measurement. In reference to the uncertainty of ground

truth labels, Plötz’s third postulate for machine-learning on sensor data states, “there is no

ground truth” [358]. I situate this in the context of passively inferring mental wellbeing. Do
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participants respond to anxiety questions immediately after stressful incidents or do they

summarize the experience of their day? Do they actually report how they felt or are their re-

sponses describing the state they wanted to be in? These concerns are not only challenging

to quantify but also opaque to researchers and sensors [357]. However, acknowledging

the semantic gap can help researchers diagnose model performance by determining

the mismatch between their sensor features and their ground truth representation.

While self-reports remain a mainstay for measuring mental wellbeing constructs like

anxiety and stress, many studies in mHealth have posited alternative measures. Hovsepian

et al., proposed a new measure of stress in the wild, which involves a wearable device con-

sisting of multiple biomedical sensors [359]. They found this measure to be a strong estima-

tor of self-reported stress in the moment. Sometimes, physiological changes might not be

captured in self-reports[330], but it is still valuable to characterize stressful episodes [360].

Prior work has provided evidence for these signals to trigger effective wellbeing inter-

ventions in field studies (e.g., heart-rate [361] and breathing [362]). Even though mental

wellbeing constructs remain fairly subjective with respect to how they are experienced, per-

ceived and eventually recorded [363], every kind of measurement is sensitive to different

factors. For example, objective markers of physiological changes can vary with motion

artifacts [359] and self-reports of psychological changes often obscure low-level details of

the stressful episode [363]. The presence of the semantic gap revealed in this work is

meant to urge researchers to assess the imperceptible aspects of their ground truth

measure while trying computational approaches to predict such constructs.

7.5.2 Parsimonious Sensing

For practical field deployments, the changing socio-technical landscape affects

resource availability and privacy perceptions, which can limit researchers from

conducting brute-force passive sensor studies with multiple complementary

streams. Therefore, researchers should determine the smallest set of streams
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that are semantically the most representative of the ground truth measure. Less

is more if studies select sensors that provide features that reduce the semantic

gap in predictions.

As new sensing platforms become commercialized and other interfaces like social me-

dia become abundant, researchers have a plethora of means to digitally infer their mental

wellbeing. One approach to mitigate the semantic gap is to capture more ecological infor-

mation that can help explain the high-level processes that influence the ground truth. What

is evident from this study is that a single sensor stream is typically not robust enough to

represent the different types of variability in ground truth. While offline sensors are skewed

to represent behavioral changes (Mpa), online logs of virtual presence are better suited to

represent social effects (Msm). Therefore, a natural argument to reduce the gap between

input features and target construct would be to deploy more sensors and track logs from

multiple sources. In fact, combining multimodal features together can elicit new context-

specific features [364, 275]. However, multimodal studies are challenging to deploy in

the wild [111, 94, 113, 365], as they are expensive in terms of both instrumentation and

recruitment. Moreover, additional sensors to capture the “reality” of a participant can in-

troduce privacy concerns and generally overwhelm their experience [366, 367]. Instead,

my findings suggest an alternative position to pursue parsimonious sensor deployments, or

to make the most of limited resources to appropriately sense mental wellbeing constructs.

I am inspired by Plötz’s fifth postulate, “data rule, models serve” [358]. For instance, if

deployments intend to measure ground truth through self-reports and researchers do not

have access explicit sources of social signals (such as online activity or conversations), re-

searchers should try to accommodate for social effects in offline sensors (as demonstrated

by the Bluetooth beacons used in M∗
pa in subsubsection 7.4.1). Alternatively, if the study

plans to estimate wellbeing with physiological changes then resources should be allocated

to sense behavioral markers, such as movement and sleep. The existence of a semantic gap

supports the idea of minimal sensing to predict wellbeing in comparison to conventional
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ideas of massive sensing. Thus, my study demonstrates realistic approaches to adhere

to paradigms like “small data” in (critical) data science [367, 368] and passive sens-

ing [369], and the Occam’s razor metaphor for parsimony in machine learning [370]

In the meanwhile, more sophisticated methods to identify markers for mental wellbeing

from passively sensed computational data have emerged [371]. Arguably, better feature

crafting can help reduce this gap even with the same set of sensors. In this regard, the

semantic gap serves two functions. First, it provides a guiding rail to engineer features

based on domain-driven aspects of mental wellbeing ground truth. Second, it provides

interpretability to models by encouraging researchers to inquire if their features capture

psychological or physiological aspects of wellbeing. Moreover, the presence of a semantic

gap calls into question the objectivity of machine learning/data mining to generate infer-

ences. Since unobtrusive sensing can capture vast amounts of information, engineering

this data can often yield spurious connections with the target variable [367]. My findings

encourage more critical investigations of computational models to arrive at theoretically

meaningful interpretations. Researchers need to resist the allure of viewing more passive

data as a Maslow’s golden hammer [372] — a tool to solve any problem. Over-engineering

the “hammer” can result in finding spurious associations in the data [367, 373]. For ex-

ample, does sensing physical behaviors actually predict stress holistically or does it merely

describe its physiological aspects? Conversely, does tracing online content explain what

an individual experiences or does it only reflect how they project themselves? Similar to

other works that critique, yet advocate, employing machine learning for health and wellbe-

ing [338, 374], this study encourages researchers employing passive sensing to build

models with deeper consideration of the domain and select sensors accordingly to

avoid misrepresenting seemingly objective results.
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CHAPTER 8

SOCIOTECHNICAL CHALLENGES OF DEPLOYING PASSIVE SENSING

FRAMEWORKS IN AN INFORMATION WORKER’S ECOSYSTEM

The previous chapters have discussed a variety of passive sensing frameworks that leverage

different everyday digital technologies to clarify individual behaviors, social dynamics and

organizational norms. Through these investigations, I aimed to enable a future of work that

is more flexible and accommodating to different information workers. I repurposed digital

technologies embedded in information worker routines to allow these frameworks to be

easily deployed. My research has even discussed how to conceive minimalist, yet mean-

ingful, passive sensing frameworks in resource constrained environments. The frameworks

discussed so far require little manual input from workers themselves, promote inexpensive

collective adoption, and do not disrupt the existing workflow. From this perspective, it

appears that such frameworks can provide valuable insights at practically no cost. Given

workplace power dynamics, however, this might be an illusion. Hence, it leads me to a

critical question, who are these passive sensing frameworks designed for? Are these

frameworks empowering information workers with a living record of themselves to break

free from static measurements and improve? Or, are these frameworks arming employers

to treat information workers as interchangeable commodities?

RQ V: What are the sociotechnical challenges of deploying passive sensing frameworks

in an information worker’s ecosystem?

Previous chapters demonstrated that passive sensing presents several opportunities to

clarify worker effectiveness. Understandably, Passive Sensing–enabled AI (PSAI) has

promising potential given that it is automatic, continuous, and unobtrusive. Although infor-

mation workers are familiar with digital tools that count and track instances of their work1,
1Common examples would be project management tools such as Github [375] and JIRA [376] which
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PSAI distinguishes itself by collecting different kinds of data — peripheral and orthogo-

nal to specific tasks — and algorithmically interprets these data to generate inferences of

worker experience. I refer to these outputs as experiential insights. Therefore, I have fo-

cused on approaches that go beyond statistical measurement and incorporate increasingly

complex machine learning to estimate individual’s behavioral effectiveness [377]. These

technologies promise to provide objective and precise insights into both performance and

mental wellbeing [378, 111]. Admittedly, there are some positive outcomes of adopting

PSAI. In concept, it stands to remove implicit biases in the workplace and make explicit

many overlooked factors [379, 111]. That said, scholars and labor advocates also note

problematic uses of PSAI that could harm a worker, as workers exist in a power asymme-

try, where they may be disenfranchised [380].

Recent research has emphasized anxieties among data subjects whose data are used

for making algorithmic inferences for work purposes (e.g., modeling past experiences to

predict success) [381]. These concerns range from potentially exacerbated discrimination

and compromised privacy expectations [382]. Moreover, tensions between supervision and

surveillance in the workplace have been well documented [383, 384, 385]. Aloisi and

Gramano rightly noted in their work that “Artificial Intelligence is watching you at work,”

given the emergent new practices of individual-level profiling, organizing, and monitoring,

made possible by AI [386]. Unfortunately, some organizations are only letting IWs work

remotely if they use passive monitoring, forcing them to relinquish their privacy [387,

379]. Adding to this concern, many commercially available instances of passive sensing

for work are not designed for self–reflection or self–management and thus expect IWs to

become data subjects of an obscure information flow has unclear benefits for their own

growth, instead presumably catering only to the employer’s interests [388, 389].

Albeit for the greater good of improving worker effectiveness, the findings from my re-

search and related literature may encourage more oversight — a grave privacy concern that

expose worker activity to themselves and their peers.
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underlines such social and ubiquitous frameworks [390]. Addressing some of these chal-

lenges extend beyond the scope of a conventional computer science dissertation. Complete

solutions would require legal reform, driven by an inquiry into the civil liberties of work-

ers. Yet, as a computer scientist, we have an opportunity to contribute to this discourse.

I aim to inspect passive sensing frameworks to inspire more humane realization of these

approaches. I believe, to prepare information workers for passive sensing in the future of

work, we need to take a worker-centered view of applications and steer the development of

passive sensing applications to reduce the imbalance within workplace power structures.

The studies in the previous chapters primarily assumed the role of the worker was only

as a data subject. They provided their behavioral data to some passive sensing framework

for further modeling. As is often the case in such research, data subjects were isolated from

the model development and the ultimate application of their data. Instead, in these studies,

I was particularly interested in how workers evaluate these frameworks as technologies

they will adopt in the future of work. Understandably these information flows have other

stakeholders but I choose to focus on the workers themselves as the data–subjects’ voices

are often missing from discourses around PSAI [391].In my interactions with workers, I

referred to these technologies as PSAI 2 — short for Passive Sensing–enabled AI — to

emphasize their predictive nature. Study 1: I first conducted an exploratory study with

28 information workers to learn the contexts in which they find PSAI appropriate and how

they envision information flows that protect their best interest. This evaluation helped

me hypothesize potential factors in a passive sensing framework that indicate a worker’s

willingness to accept the technology. Study 2: I then conducted an experimental evaluation

of 1059 vignettes with 110 information workers to disentangle the best designs for passive

sensing frameworks. In summary, the first study explains how passive sensing frameworks,

as a suite of technologies, can be situated in information work for both enable and hinder

worker success. The second study unpacks which passive sensing technologies are likely

2Pronounced “Psy” as in psyche
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to find greater acceptance among workers.

Reflexive Considerations. I describe my positionality as a way to situate the values

that shaped this research. My collaborators and I have conducted research in the past com-

bining machine learning with passively collected data for digital phenotyping to support

mental wellbeing. However, we have no stake, financial, personal, professional, or other,

in any of the technologies used to inspire scenarios (Table 8.2). Yet, my research advances

technologies like PSAI through novel methodologies as well as human-centered evalua-

tions. In light of this, I consider myself an “insider” because this perspective critiques

technology motivated by my own research and reshapes my own sociotechnical reality as

a worker. My identity and experiences as a researcher also helps me construct meaning

from my data and conceptualize my findings [392]. Broadly, this study is influenced by

my interactions with privacy researchers, organizational psychology researchers, IWs, and

other data subjects in digital phenotyping. I borrow Chancellor et al.’s term to describe

myself as a “critical insider” [393]. I am at a unique position to bridge disparate views and

approaches on the future of work by pursuing a worker–centered approach.

8.1 Study 1: Identifying the Contextual Norms of Using Passive Sensing to infer

Mental Wellbeing and Performance

Information work, is notorious for having nebulous indicators of effectiveness, and by

corollary, success [2]. This ambiguity presents an opportunity for PSAI systems that can

not only model work activities (e.g., application time use, mobile distractions, work syn-

chronization), but also model non–work correlates (e.g., sleep and movement) [80, 81, 83,

86, 95, 99]. Simplistically, the information flow of PSAI begins with behavioral data cap-

tured from the subject, which is then modeled by AI to produce inferences. In the reality of

information work, such information flows are likely to be complicated by factors like how

the data is collected, whom the inferences are shared with, and for what purpose.

Nissenbaum’ Contextual Integrity framework states that to protect the interest of the
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data subject, new information flows must follow new informational norms [394]. This study

aims to explain those norms for using PSAI for information work through two questions:

Norms of Appropriateness: What is the suitability of PSAI within IWs’ expectations of

algorithmic inferences of performance & wellbeing?

Norms of Distribution: When is it reasonable to share PSAI’s inferences of an IW with

other stakeholders?

I conducted scenario–based interviews with 28 IWs to highlight their perspectives on

using PSAI to algorithmically infer their performance and wellbeing. I found that IWs

envisioned powerful uses of PSAI but were aware of privacy intrusions and misappropria-

tions. On the surface, this might appear as another paradox but the contrasting perspectives

of supervision and surveillance can inform each other [395]. This study extends recent

literature in HCI and CSCW that has critiqued algorithmic Human Resource Management

(HRM) [381, 396]. Accordingly, we describe the norms for PSAI as guidelines for better

information flows and improved regulation.

8.1.1 Methods

In this study I take a worker-centered approach to inquiring PSAI. In an institutional setting

of information work, a worker is only one of the many different stakeholders. Studies on

Human–Data Interaction describe data as common objects for all stakeholders to interact

around [397, 398]. However, especially in this case, the data is not created by all stake-

holders equally, nor are its implications uniform. When technology is designed without the

benefits of the data subject we risk worsening the power asymmetry [399]. One method

to tackle this growing asymmetry is by designing for the data subject as a primary benefi-

ciary of a system that leverages their data [400]. Thus, I focus on the IW’s perspective and

investigate how they envision adopting PSAI in the future if at all.
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(a) Attitude towards public surveillance (b) Attitude towards personal tracking

Figure 8.1: Distribution of participant attitudes. Higher values represent more acceptance.
(a) Public surveillance: Opinion on expansion of surveillance to reduce crime and offences
with a 3–item scale, (b)Personal tracking: Experience with wearables, location tracking,
social networks, etc. using a 5−−item scale.

Participants & Recruitment

I recruited 28 IWs working in the U.S. and interviewed them between April and May 2022.

I used both online and digital advertisements to recruit participants. I screened to ensure

interested individuals had “work experience that involved cognitively demanding tasks to

meet information-oriented goals, e.g.,, programming, marketing, engineering, accounting,

management, etc.”. Participants were required to have at least 2 years of work experience.

I also required participants to have some experience working on–site so that they could

consider PSAI in light of both the traditional and emerging work context. The participants

represented a variety of roles including engineers, developers, analysts, and accountants.

Participants prominently described their occupational sector as Information technology

(IT), but the sample also reflected views from areas such as finance, consulting, manu-

facturing, healthcare, and libraries. 12 participants identified as female, 15 as male, and 1

preferred not to say. 17 participants were younger than 30 years old at the time of inter-

views. Participants completed a survey to report their attitudes towards public surveillance

and personal tracking (adapted from [401]). Figure 8.1 shows that the participants leaned

toward expanding public tracking (to reduce crime) and had a diverse set of experiences
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with technologies that track them in their personal life. Each participant was compensated

with a giftcard worth $20 at the end of the interview. Table 8.1 provides a lookup summary

of each participant along with their study identifier. Note, I did not explicitly analyze par-

ticipants by the categories in Table 8.1. Inspired by similar studies [366], I have included

these for epistemological accountability and to express the scope of my study.

Interview Protocol

Recruited participants consented to participate in one-on-one semi–structured interviews.

All interviews were conducted by the first author and included one other author as an ob-

server. Interviews started with open-ended questions to understand the approaches par-

ticipants’ organizations were using to evaluate their performance and wellbeing. Then, I

provided a definition of PSAI rooted in personal tracking and an overview of its potential

in the work context [409]. This was followed by a scenario–based comparison exercise to

elicit rich perspectives on PSAI for workers.

Arguably, situating potential data subjects in actual behavioral contexts can help antic-

ipate real behaviors. However, implementing a multitude of PSAI systems and conducting

field studies is impractical. By contrast, leveraging scenarios that describe emergent use–

cases can anticipate actual behaviors in new socio–technical settings [410]. This technique

has been used in passive sensing to rapidly evaluate new application designs [411, 412] and

understand privacy perspectives [413, 414, 415]. This approach has also made its way to

studies on human–AI interaction [416, 417]. Park et al. have used this method to under-

stand perspectives on general applications of algorithmic HRM [381]. Given my aim is to

highlight norms, scenarios can be a powerful approach as “presenting users with scenarios

that push social boundaries helps to uncover where these boundaries actually lie” [411].

As shown in Table 8.2, the PSAI scenarios I presented in my study were adapted from

real systems for HRM. Each scenario outlined the information flow of the PSAI system

— (i) how data is sensed, (ii) what inferences AI produces from the data, (iii) how the
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Table 8.1: Participants summary by gender, age, race, as well as their role and occupational
sector. DND: “Did Not Disclose”, AA: “African American

ID Gender Age Race Role Sector

P1 Male 21-29 Asian Research Engineer IT

P2 Male 30-39 Asian Developer Finance/IT

P3 Male 21-29 Asian Analyst Finance/IT

P4 Male 30-39 Asian Data Engineer IT

P5 Female 21-29 White Product Manager Insurance/IT

P6 Male 21-29 Asian Data Analyst Insurance

P7 Female 21-29 Asian Consultant Consulting

P8 Male 30-39 Asian UX Developer IT

P9 Male 21-29 Asian Research Assistant Manufacturing

P10 Male 21-29 Asian Accountant Venture Capital

P11 Female 21-29 White Scientist Government

P12 Female 30-39 White Developer IT

P13 Male 21-29 Asian Account Management Retail

P14 Female 21-29 White Technical Service Library

P15 Female 21-29 Black or AA Project Manager Research

P16 DND 30-39 DND Team Manager Healthcare

P17 Male 21-29 Asian Product Manager (Did not disclose)

P18 Female 21-29 White Product Manager Consulting

P19 Female 21-29 Black or AA Recruiter Education

P20 Female 30-39 White Researcher Health

P21 Male 21-29 Black or AA Engineer IT

P22 Male 30-39 White Software Developer IT

P23 Male 21-29 White Financial planner Consumer Goods

P24 Female 30-39 White Customer Service IT

P25 Male 21-29 White Business Analyst IT

P26 Female 30-39 White Consultant Marketing

P27 Female 40-49 White Director IT/Sales

P28 Male 30-39 White Portfolio Manager Finance
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Table 8.2: I designed PSAI scenarios based on contemporary technology. I refer to these
in my findings via the labels here.

Label Description Adapted
From

Reference

Sys 1 Uses CCTV cameras to observe different activities in
a workspace. Analyzes physical activities to measure
your performance. The HR will receive a report of
your performance.

CCTV [402]

Sys 2 Records the webcam feed of your PC. Analyzes your
presence, expressions, and surroundings to measure
your performance. Your manager will receive a report
of your performance.

RemoteDesk [403]

Sys 3 Captures screenshots of your PC activity at regular in-
tervals. Analyzes PC activity to measure your perfor-
mance. Your manager will receive a report of your
performance.

Interguard [404]

Sys 4 Uses custom sensor hardware to measure occupancy in
different spaces at work. Analyzes the physical space
use to measure performance. The HR will receive an
aggregated report of workforce performance in differ-
ent spaces.

FM Sys-
tems and
Freespace

[405, 406]

Sys 5 Logs data from organizational communication (e.g.,
email, slack, or, calendar) and infrastructural systems
(e.g., WiFi, Bluetooth, or access cards), Analyzes digi-
tal and physical activities to measure the organization’s
performance and wellbeing. The HR will receive an
aggregated report of workforce performance and well-
being.

Humanyze [389]

Sys 6 Logs the time you spend on PC applications and web
sites. Analyzes digital activity to measure your per-
formance. Your manager will receive a report of your
performance.

ActivTrak [388]

Sys 7 Logs the time you spend on work applications (edit-
ing, communicating and scheduling). Analyzes work-
related PC activities to measure your performance and
wellbeing. You will receive a report of your perfor-
mance and wellbeing.

Viva Insights
and My Ana-
lytics

[407, 408]
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inferences can be distributed. To improve elicitation, I showed participants two randomly

selected pairs of scenarios. This approach was inspired by psychology literature that shows

comparisons can be effective ways of rationalizing underlying features of an artifact by as-

sociations and contrasts [418]. The comparison of scenarios was not aimed to rate PSAI for

HRM but only to initiate reflection. I also showed a third pair as a combination of already

shown scenarios to provide additional rigor and clarity of preferences. To elicit perspec-

tives, for every pair, I asked participants which scenarios they would resist to consent and

which scenarios they would find useful. Note, the scenarios were only starting points and

participants were free to reimagine PSAI as they described their preferences. For example,

in certain sessions, participants only liked some aspects of a system but had problems with

others. They had the flexibility of rethinking the scenarios. The interviews would continue

with new emergent scenarios with the original scenarios only as reference. As such, the

aim of the scenarios was not to show participants an exhaustive set of systems but rather

provide a probe to help them appreciate the range of possibilities.

Interviews were conducted over Zoom and each session was recorded for transcription.

Each transcription was scrubbed to remove any mention of the participants’ employer or

other identities of coworkers. Participants were informed that turning on the camera was

optional. Interviews lasted between 40 minutes to 1 hour. This study was approved by the

Institutional Review Board (IRB).

Data Analysis

I compiled all the transcripts and performed thematic analysis to synthesize patterns from

the participants’ perspectives [419]. Every transcript was carefully read and open–coded by

at least two researchers. I was coded all transcripts. Throughout this process, we iterated

the codes by meeting regularly to reconcile existing codes and identify new ones. After

the codebook was completed, we performed affinity mapping to interpret and organize the

initial codes into higher–level themes. This resulted in a three-level thematic structure. At

146



the highest abstraction, the themes summarized IW perceptions of PSAI in terms of its

effectiveness, concerns, applications for personal utility, and applications for shared utility.

Given my aim to describe the norms of passive sensing, I reoriented and refined the themes

as per the Contextual Integrity framework [394].

Contextual Integrity of Sensing at the Workplace. One of the classical approaches

to evaluate privacy for passive sensing is to evaluate it by proportionality to existing activi-

ties [420]. In information work, project management tools such as JIRA are already used to

disclose an IW’s work activity to others on the project [376]. An IW might want to disclose

their state of wellbeing to their manager to negotiate work breaks. In theory, this can be

a compelling crutch to justify PSAI at work. Yet, it remains an open question if the algo-

rithmic phenotyping of PSAI, introduces uncertain imaginaries that cannot be reconciled

by existing work practices. According to Nissenbaum’s framework of Contextual Integrity,

user preferences for tracking systems are limited when privacy is considered intrinsic to

the actors, spaces, or nature of information [394]. Instead, the adoption of systems must be

studied by understanding the role of that information within the context of the user.

The contextual integrity framework is becoming increasingly significant to evaluate

reasonable implementations of sensing technologies. Nicholas et al., have illuminated at-

titudes toward personal sensing in the health context [421]. Similarly, contextual integrity

has been used to explain adoption of tracking systems for public health [422]. Closer to

my scope, a recent study by Adler et al., described the norms of information flow for quan-

tifying the stress of physicians in response to burnout [396]. Interestingly, in their context,

workers felt that sharing information with a supervisor could be more valuable, than self-

reflection, as supervisors had actual power to make changes to assuage their stress. Studies

indicate that workers are willing to adopt ambient technologies if they enhance their well-

being [423] and location tracking when it improves work efficiency [401]. Can we transfer

these expectations to the algorithmic inferences provided by PSAI? Information work pro-

vides a unique setting. This motivated me to interpret the themes from an analytical lens
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that reconciles the expectations of emerging technologies in specific settings. We know

that Contextual Integrity is upheld when the following information norms are maintained;

(i) Norms of Appropriateness and (ii) Norms of Flow/Distribution [394]. As a result, I

synthesize and scrutinize my findings based on these norms.

PSAI for work is different than PSAI for life Self-tracking can has a variety of ben-

efits for a user like meeting physical health goals, managing finances, and even avoiding

distracted driving for insurance [424]. In the aforementioned cases, this exchange of data

is largely for personal benefit. But the same is not true for workers [425]. Before elab-

orating on the findings, I wanted to establish why information work presents a unique

context for PSAI. IW attitudes were underpinned by existing work dynamics and expecta-

tions which made the adoption of PSAI systems at work distinct from those in personal life.

When participants reflected on their use of personal tracking technologies (for fitness, sleep,

and screen use) they were motivated by “benchmarking” (P28), “hitting goals” (P6), and

“tracking progress” (P24, P28). Overall, these motivations aligned with visions of PSAI

at work, to provide insights for self–efficacy and care. A key concern of using PSAI for

personal tracking was data being used for advertising but this was perceived as a necessary

transaction (“I try to function in reality” - P28). However, information work presents a

unique context for using PSAI, with its distinct considerations. P14 articulated the overar-

ching tensions that complicate the adoption of PSAI at work, “On the personalized Fitbit,

I am paying them to give me the insights. My request for that information outweighs my

sensitivity for it [versus] personalized insights on technology driven by a company that is

paying me to do work.”. Therefore, adoption of PSAI can be disincentivized by anticipated

information flows and the existing power structures. Through the next section I elaborate

on how IWs imagine the role of PSAI within the power dynamics of work.
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8.1.2 Findings: Norms of Appropriateness: The suitability of PSAI within IWs’ expectations

of algorithmic inferences of performance & wellbeing

According to Sappington, the gap between actual worker behaviors and organizational per-

spective of workers describes an inevitably incomplete social contract that gives workers

discretion but also limits organizational feedback [426]. This incompleteness can largely

explain the motivation of PSAI at work [111, 137, 14]. The participants echoed the op-

portunities for PSAI–like interventions for their benefit, but they were also wary of the

implementation of data collection and implications of inferences. Existing assessments of

performance ignored the IWs’ process, focusing just on outcome based “statistics” (P14)

that provided a “limited data view” (P14). Instead, the participants had a more nuanced

perception of their performance that could be reflected in work phenomena — such as

break taking (P11), task-switching (P3), and availability demands (P19) — and non-work

phenomena — such as their expressions (P24), sleep (P3, P7, P9), and physical activities

(P13). Although wellbeing evaluations were not common, organization did provide re-

sources (e.g., seminars, subscriptions to apps). The main complaint against these was the

lack of individualized actionable information which made IWs feel their mental wellbeing

was not actually valued nor was it important to the organization (P24). P3 exclaimed the

missing link to be “actual rubber to the road metrics, reaction and solution”. Understand-

ably, PSAI has promising potential given that it is automatic, continuous, and unobtrusive.

However, efficacy in developing personal mindfulness does not sufficiently explain appro-

priateness in the information work context. This section describes how IW perceptions of

appropriate PSAI were embedded in their attitude towards information work.

Effect on Job Consequence

PSAI systems provide indicators, which might be considered orthogonal to work specific

tasks (e.g., your performance was moderate or stress was high). On one hand, participants

found value in leveraging these insights to contextualize their experience with evidence and
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champion change. On the other hand, participants were anxious that these insights can be

misappropriated to their own detriment.

“You’ve had these goals, you’ve had hit these hurdles. If you put that report in the con-

text of this performance evaluation, I think together they’re going to really have a

significant impact on on your own professional and personal development.” - P6

The insights generated from PSAI can be empowering to IWs as it helps contextualize

their work experience. P25 imagined such systems to support IW needs, “I think with the

data, it would help at least help you sit down at the table, so to speak.” Traditionally, work-

place evaluations favor ends over means. As P2 puts it, “the work which is getting done is

what is counted, but how we achieve it is never logged in anywhere.” P5, like P6 (quoted

above), believed that PSAI insights can complement existing evaluations after seeing Sys 5.

Reflecting on one of her past evaluations, P15 claimed that PSAI could have been useful as

a reference (“let me give some numbers”). It can give IWs a deeper understanding of their

work patterns, present opportunities for learning effective work practices, and enable them

to negotiate changes. P22 envisioned using Sys 7 to request time off for their wellbeing,

“He can look into this report and it would be some kind of objective”. Alternatively, P17

believed this data would be more persuasive to reorganize his work expectations, “Having

data that would support, I need a virtual assistant or we need to hire another PM or it’s not

feasible for me to run this many projects and run this team at the same time”. P14 thought

PSAI could support her in highlighting her role to others higher up in the organization. She

said, “This would end up benefiting us more because it would help others see how much

we actually do and change the current stigma”. Even at an aggregate level, it can help

employers reflect on their organizational health. For instance, P25 found this a suitable

approach for “the company to be aware of work–life balance”. Therefore, IWs find value

in such systems when they can incorporate its insights into demonstrable change such as

professional development or negotiation for wellbeing.
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“Realistically, there is that concern that they’re going to look at this big promotion and

they’re going to say, ’I don’t know if he’s going to cut it’ ” - P3

The existing power asymmetry of information work environments always engenders

concerns of privacy and subsequent misappropriation of their passively sensed data. An-

tithetical to the empowering aspects PSAI, P3 was concerned that his employer could tap

into these insights to stifle their career progression, even going on to call one PSAI system

“destructive”. P1 had a more straightforward concern, “If my workday performance and

how I work was released, it might affect how much I get paid.” Participants like P4 were un-

certain about consequences of others stakeholders using this data but this uncertainty made

them anxious. These concerns stemmed from the perceived lack of control over one’s data

in the organizational context. “I download the app, the information is captured and then

it goes to someone else. That’s the objection.” (P27). Furthermore, implementing PSAI

like Sys 1 and Sys 4 — which are embedded in the physical infrastructure — can create

an austere situation, where IWs might feel that their choice to consent could affect their

employment (P5, P11). In fact, some participants felt that the very decision to use such

systems for deeper surveillance can reflect an organizations’ own values (P12). Eventually,

such uncontrolled and imbalanced deployment of PSAI can detract IWs from choosing to

work in such companies. However, even that choice is a function of job precarity in that

sector. As a result, development of PSAI systems needs to be aware of the socio-economic

conditions of employment.

Respecting Work–Life Boundary Management

Workers’ preferences for work–life boundary management reflected their perceived con-

trol of privacy in PSAI systems, but also highlighted their expected value from the system.

Post–COVID-19 pandemic, new emerging work practices are allowing many IWs to work

remotely either in their entirety or on certain days of the week. Moreover, given the ubiq-

uity of personal laptops and mobile phones, it is commonplace to bring some work home.

151



Although, non-work can influence work experiences, some workers found sensing beyond

work invasive and irrelevant to improving work. Yet, some workers also believed that sens-

ing non-work could be less consequential to their jobs and more holistic for reflection.

“If I’m going to the office, I will probably agree to do that. But if I work from home [...] I

don’t want that to record anything in my home that’s maybe not work-related. ” - P8

Different workers have different approaches to their work–life. Some demarcate the

segmentation between the two using physical aspects. A common understanding is seg-

menting work–life based on the space the IW finds themselves in. In the quote above, P8

was willing to consent to PSAI if it is contained to their workspace. With more interleaving

work–life practices, space is not the only indicator of work–life separation. Organizations

often provide workers with work–specific devices or enforce a logical separation between

work & personal profiles. For example, P5 thought Sys 5, which logs applications and

browsing, was reasonable because she did not do personal activities on her work machine

anyway. Although this might be to ensure security of organizational data, it also provides

another method for IWs to segment work–life. P17 noted that he was willing to allow

PSAI systems on his work device, “But if it’s a personal device and I’m doing work on,

absolutely not.” P1 said Sys 2 was a “violation of personal space” because the webcam

could capture their home environment. Understanding these constraints can help describe

the limits within which privacy can be preserved. It is also worth noting the concern of

some participants who believed that preserving the work–life boundary for PSAI made it

more useful (P13, P16, P21). Similarly, on different occasions, both P9 and P10 stated

the focus on the work context was more “accurate”. “If we can achieve only tracking the

work applications that will definitely improve the efficiency and avoid a lot of other privacy

arguments, if there’s any there”, said P8. Thus, for certain IWs, the work context is not

only more private but can actually be more useful.

“Maybe on a Fitbit watch or something wearable rather than my computer itself, because
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I don’t like people seeing what I’m doing on this computer” - P7

P7 presented an alternative viewpoint that shows work–only restriction of PSAI can

elicit concerns about job consequences (subsubsection 8.1.2). In fact, depending on what

kind of data is being sensed an IW might consider the privacy of their work activities to

outweigh that of activities outside of it. Devices distinct from the work context can be

considered more reasonable for sensing. P1 even described a greater willingness to accept

a PSAI system provided by a third–party because of the apprehension that something from

their organization can be misappropriated by HR. Again, the shifting of sensing to non-

work devices and concepts is not only determined or shaped by privacy decisions, but P18

found other work–specific PSAI to be limited in “the world of working from home”. P6 felt

that PSAI like Sys 4 could be more valuable. He said, “It would give me a true reflection

of of how I work, it would give me a true performance evaluation report that I can actually

make use of.” Thus, PSAI systems that model phenomena outside work could provide the

opportunity for an IW to interrelate all aspects of their life and improve as a totality.

Preservation of Flexibility

Choosing where to work is not the only freedom IWs have in determining their work

styles. IWs often enjoy a broader sense of flexibility where they are rewarded and eval-

uated for outcomes. Unlike other forms of labor, an IW is not as heavily scrutinized on

time–tracking. “Brain work” is often hard to quantify and therefore workers can approach

work tasks at their own rhythm. I found that the participants suspected this flexibility could

be hindered with PSAI systems, even if their employment was unaffected or their work–life

boundary was secure.

“I’m very flexible in how I work. I like to get things done on my own time. Sometimes that

means I carry over on the weekend. And sometimes that means I just do work nine

to five. I’d rather just keep that on my own and how we get things done rather than

having some kind of tracking.” - P1
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Among others, P1 felt that PSAI inferences might be reductive in quantifying varying

work styles. In reference to IWs that work in bursts or “sprints”, P9 said, “it can it can ad-

versely affect people who do not progress in a linear manner.” Similarly, P20 anticipated a

simple case of regimenting where PSAI’s inferences would force her to work specific hours

instead of simply being judged on her output. For IWs like her who work from home, these

systems could disrupt how they choose to interleave their work–home responsibilities. P18

noted that Sys 1 could penalize her behaviors that do not look like work, but actually are,

such as when they “do laps around the office” or “lay on a beanbag chair.” P7 believed

this to be the case when PSAI was limited to “just PC stuff”, such as Sys 3 and Sys 6.

More generally, P28 believed that PSAI confined to work applications reinforces an “older

view” of work that thinks “you’ve got to be in a place to be able to do a job.” With more

IWs opting into remote or hybrid work options, these systems can be considered regres-

sive. However, expanding sensing might not be the solution either. IWs like P1 found that

tracking ecological factors like movement and space might not generalize to “varying situ-

ations” and could render false negatives. Meanwhile, P6 preferred work–specific tracking

over ecological ones because, “I could skew the data in favor of my performance being

better than it actually is” (referring to screenshots taken by Sys 3). As a result, it would

free him to work as he likes. These findings indicate that the very presence of PSAI could

establish expectations of a rigid work style and discourage pluralistic approaches to work.

“It could become dehumanizing. It could be become a little bit robotic, like in a way like

I can only perform it seven percent today.” - P19

The threat to flexibility posed by PSAI can not only restrict activities but also lead to

worker distress. In the quote above, P19 alluded to feeling further commoditized because

algorithmic inferences tend to convert nuanced, complex human experiences into streams

of numbers. P3 described enrolling into such a system as “a little intimidating” and feel-

ing like a part of a “cold, hard, big institution”. These impressions were likely due to

perspectives of PSAI as a tool for reducing the complexity of a worker’s experience into
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performance metrics. P10 felt that “continuously monitoring for what you do [...] could af-

fect your job more” and P20 even thought it could be “distraction and counterproductive”.

Similarly, P5 described that “I don’t like being overanalyzed [. . . ] I would be less likely to

produce good work.”. Other participants like P6 and P11 also alluded to the fact that PSAI

systems can exacerbate the Hawthorne effect caused by supervision [427]. It could even

lead to negative consequences to an IW’s affect. P24 was concerned that the continuous

monitoring required by PSAI could be “stress [her] more” and P10 felt it would “put a lot

of pressure on [him]”. These perspectives mostly arose from discussions on performance

measures and not so much on wellbeing inferences. However, to keep up with a camera

based system like Sys 1, P8 felt they would need to compromise their wellbeing by reduc-

ing breaks and socializing at work. Even when a worker might not lose sensitive data, the

mere presence of these systems can impact their work effectiveness. This risk is ironic for

systems that aim to improve worker wellbeing & performance.

8.1.3 Findings: Norms of Distribution: Reasonableness of sharing inferences from PSAI

with other stakeholders

Information work is inherently collaborative in nature. Collective knowledge supports IWs

in their day-to-day and during important career junctures, such as evaluations and promo-

tions. The participants explained that coworkers were “disconnected” from others’ chal-

lenges (P21) and the lack of awareness of each other’s state led to disruption in work (P26).

On the contrary, IWs needed to personally check on each other’s wellbeing (P5, P14) and

felt that hybrid work was diminishing their ability to maintain this practice (P25). Some

PSAI systems could potentially smooth out organizational workflows by pooling of behav-

ioral patterns [428, 429]. Arguably, such existing practices would present possibilities for

IWs to share estimates from PSAI within their work network. In this section, I describe

the different paradigms that motivate an IW to share and the conditions within which they

think sharing should transpire to protect their interests.
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Paradigms for Sharing

Sharing knowledge in an IW’s workplace is essential for seamless communication and

information flows. PSAI systems might develop insights on a worker passively but how

and where that information is distributed needs to be a deliberate process. Here, I describe

the network of stakeholders within which a particular IW might want to share the insights

provided by PSAI.

“Sometimes people don’t know how to manage the stress they have at work. I’ve seen that

with a couple of people. They don’t know to how to escalate that or to communicate

that up. You know, and sometimes supervisor doesn’t know because they’ve never

been able to see it.” – P25

A common form of distribution described by the participants was the value in one-one

sharing for personal improvement. Others echoed P25 in using PSAI to better explain their

work context to their managers (e.g., Sys 2, Sys 3, and Sys 6). This perspective was often

described analogous to existing workplace practices, i.e., “I work with them” (P15), “they

know more of your day-to-day” (P7), and “understand the way that thought processes work

or deep thinking happens” (P18). What is apparent to be important in this sharing flow is

that the manager should be viewed as a stakeholder with real expertise or valid opinion on

an IW’s work behavior. Participants suggested alternative experts as well such as, senior

collaborators (P7), or advisors and mentors (P6). Sharing PSAI inferences could also be

seen as necessary because viewing them in isolation could cause harm. About Sys 7, P20

pointed out that she “would have to use it with some sort of guide or some sort of other

coach in order to use it in a kind way rather than in a punitive way.” On inspecting P20’s

sentiment further, it was clear that her preference was not for validating estimates but rather

for “someone to tell me that what is happening is normal in this moment or common.” Note,

however, that these one–one flows still reflect the power asymmetry of information work

as in most of these cases an IW is required to share information with those above them in
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the hierarchy. Refreshingly enough, I also found some perspectives that go against these

expectations. Both P16 and P28 were willing to share their PSAI insights with those they

mentor. Thus, a key component in this paradigm is the presence of stakeholders who have

the know-how to reappraise the inferences produced by PSAI and in turn generate more

holistic feedback for IWs.

“I know if I hear that our team is doing well, but I know I’m not up to standard and what

I should be meeting in terms of the team... that actually pushes me a little bit more”

- P13

Another sharing metaphor that emerged from my findings was to share information for

comparisons and coordination in a many-to-many fashion. The commonly stated purpose

was to share PSAI insights to regulate their activities in accordance with the coworkers

they aspire to resemble. Akin to P13, P22 felt that seeing others could help them aspire for

better work processes. Of course, these many–to–many transactions need to be mutual as

P28 said I’d be willing to share my price in order to get that back.” P10 also wanted to be

compared but clarified that it did not have to “be a specific number” suggesting abstract

methods of comparison. P7 wanted to view aggregated insights for “different types of

roles like people that are managers or [...] how much are the analysts doing?”. Thus,

this kind of aggregated benchmarking against other peers can also help an IW identify

“normalized” patterns and improve social awareness within organizations. This could be

cathartic but could also nudge an IW to understand that certain challenges might be a

function of a poor workplace, that are less “mutable”. Aside from self–regulation, some

participants believed this form of sharing could help redistribute workload. P7 envisioned

sharing PSAI estimates of her stress with coworkers so that, “they can at least take over

some of the easier work.” To complement this P25 wanted to know how the people he

was working with were feeling and support them during junctures of low wellbeing (“it

beats them up”). Similarly, P18 thought this kind of sharing could help manage work in

her team when one of her coworkers was “having a hard time personally”. An extension
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of the many–many paradigm discussed earlier is to share data completely anonymously for

gross aggregation (e.g., Sys 4 and Sys 5). While P4 claimed the lack of specificity in such a

paradigm would make their privacy more protected, P20 and P26 believed it could actually

serve an altruistic purpose. She said, “I would certainly consent to that if my individual

data were to be consolidated with others because I think that there would be a purpose

to that.” Although this might not directly benefit the IW who is a data subject, this could

lead to eventual collective benefit, such as cultural change in the concerned organization.

Therefore, sharing within a finite network of coworkers can help an IW make more sense

of the inferences they receive and leverage the support of coworkers.

Conditions for Sharing

In information work, some information about an IW is constantly available for all cowork-

ers to see. It can be momentary information such as availability or work–specific infor-

mation such as which documents they worked on. In regards to this kind of information,

an IW’s state can be visible to others unconditionally. However, with PSAI insights the

participants preferred more intentional sharing. Particularly, IWs referred to their ability to

negotiate, perception of stakeholder roles, and accountability of the system. This section

expands on the factors that can inform flows of sharing.

“It feels a little vulnerable to just then send the metrics off to somebody without having a

chance to add my own interpretation, just leaving it up to their interpretation” - P15

In the quote above, P15 wanted to assimilate and communicate her understanding of

the algorithmic insights before passing it over to another stakeholder. Similarly, P11 said,

“I feel like I have got some time to adjust and then sharing would make me feel more com-

fortable”. P7 remarked that she would share the insights if “it needs to be escalated”, a

common way of describing work issues in information work that need more attention. “I

would feel better, I would feel more in control,” said P14, when reflecting on the possi-

bility of personally appraising the PSAI insights first. Without this agency, an IW might
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feel over–scrutinized. P20 even exclaimed that this kind of sharing can be seen as “ma-

nipulative” but that social discretion allows her to fulfill any necessary disclosures to her

supervisor. Essentially, IWs need some room to negotiate the algorithmic inferences of

PSAI, before they can be distributed any further. Thus, the control that IWs seek is not

only limited to whom the data is shared with but how and when it is shared.

“This is something I can learn, adapt and improve myself and also talk to my manager so

we can work together to get better. But if HR sees something then I am not sure how

he or she will respond.” - P8

The ability to negotiate the PSAI insights does not necessitate that newly generated in-

formation can be shared with anyone. Participants had varying attitudes towards different

stakeholders in the information flow because of anxieties that the insights could be used

against them. Several participants shared P8’s view that their manager is preferred over the

HR as a receiver in the information flow (P7, P15, P19, P22). Ironically, I found strong

resistance to HR being involved in systems designed for HRM. The responses to these sit-

uations were plain and clear, “I don’t want HR to be measuring anything” (P17). HR as an

entity seemed to foster a negative connotation, described as a “bad word” (17), “scary”

(P23), or “ominous” (P15). Both P13 and P24 anticipated they would be worried about

what HR could interpret from PSAI or question them for. Aside from the social connota-

tion, P22 thought HR was too “far removed” from the work context and P23 thought this

was not a part of HR’s role. Alternatively, not only was a manager more relevant to an

IW’s functioning, certain participants also noted that it was actually their manager’s pri-

mary function to improve their work experience. P13 even went on to say that they would

rather have PSAI directly send insights to managers, “I don’t really care about how well

I’m doing in terms of performance, I feel like that’s more of a important measure for my

manager.” P4 and P10 described that managers could use these measures to coordinate

work. By contrast, other participants expressed greater concern because of managers po-

tentially micromanaging. “I also like the level of separation from my manager..,” said P5,
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who would prefer the insights being shared with Human Resources (HR). Similarly, P9

mentioned the trust deficit between him and his manager made it challenging to foresee

favorable outcomes of sharing PSAI insights. Interestingly enough, P4 thought that HR

should be the ones that educate managers on good practices for using PSAI. Therefore, the

perception of the functional roles of different stakeholders can determine an IWs willing-

ness to distribute their PSAI insights.

“Even though System X appears to capture more of what I’m actually doing. I’m person-

ally willing to fork over that if I understand the details of it.” - P28

In the backdrop of the above anxieties, IWs like P28 expressed a need to understand

how the entire PSAI information flow was setup. An improved understanding can help

an IW anticipate the consequences of misappropriating these insights. P5 called out for

greater disclosure and transparency, “Some way to describe the limitations of the system

would make me more comfortable with a system.”. In fact, some participants noted that

they would be indifferent to PSAI they consider ineffective and therefore invaluable in

the information flow (e.g., both P1 and P7 thought that space usage was a poor measure).

Besides the mechanics of PSAI’s collection and inference, P9 and P20 called for explicit

disclosure of the stakeholders who could access these insights. P1 was skeptical about who

manufactures the PSAI, “If they were using a product promoted by Apple to do this, I’m

going to be more OK because I know this data is not going to go back to HR.” P11 urged

that the flow of information needs to established within organizational policy, “I think there

has to be an agreement of purpose or expectations.” For instance, participants with smaller

teams were concerned that many–to–many sharing can lead to negative consequences for

their job role or employment (P1, P2, P21, P22). Participants also valued awareness of who

else was sharing or how many people were being aggregated. As P16 noted, “given that

the culture was such that everyone was having an openness to the material and they felt

comfortable with it and it made sense to everybody”. Therefore, IWs tend to expect clear

notice and guidance on the scope of distribution in the PSAI system.
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8.1.4 Summary

Passive sensing can be a powerful tool in enabling AI to infer worker performance and

wellbeing. The use of such algorithmic evaluations for HRM in information work may not

be widespread but is on the horizon. By investigating worker perspectives, my research dis-

covers the norms that Passive Sensing–enabled AI needs to adhere to to maintain contextual

integrity, while inferring effectiveness of Information Workers. I highlight factors specific

to information work that can inspire appropriate information flows of evaluating IWs with

PSAI and appropriate methods of share these information flows with others. This study

thus helps to envision new worker-centric implementations of PSAI that do not breach

their self-interest and dignity while also promoting their prosperity.

8.2 Study 2: Cost Benefit Analysis of Passive Sensing for Information Work

For any application or tool, people are likely to adopt it if the value it creates outweighs

the cost of using it. For PSAI a central assumption, which is also its central promise, is

its unobtrusiveness. PSAI can be continuously “on” without any effort from the user [13].

Further, with everyday digital technologies, we do not incur any additional overhead for

purchase or installation of sensing infrastructure. These assumptions have led computer

scientists to believe that passively collecting any data is reasonable, given that it does not

cost anything. However, this assumption fails at the workplace due to two key challenges.

First, the new perspectives on privacy assert that one’s data itself is of value and therefore

must be considered a cost [430]. Second, due to asymmetries at work, the information

worker might be the source of the data, but may not receive the benefits [399].

“The application fails because it requires that some people do additional work,

while those people are not the ones who perceive a direct benefit from the use

of the application.” — Grudin [431]

This quote refers to traditional CSCW applications, such as groupware [431], but still

161



applies to PSAI for the work. From the perspective of the information worker, the equiv-

alence between data contributed and the value received is unclear. In fact, an employer

can entirely dispossess a worker from their data [432]. In light of these flaws, its natural

to ponder if PSAI systems are acceptable to their data subjects, the information workers.

When studies on new PSAI innovations at work discuss ethical and societal implications,

they mostly hinge on cautionary notes of informed consent. However, shifting the onus on

the information worker often ignores the imbalance at the workplace. Not all information

workers would have a say on this matter, especially given the precarity of work [425].

PSAI can be designed with a variety of information flows in mind. We already learned

in the first study, that not all these implementations are equivalent. In this study, I investi-

gated the which components of PSAI are information workers more willing to accept. The

aim is to tease apart the idea that these technologies represent a monolithic representation

and instead distill the valuable aspects separate from the counterproductive ones.

8.2.1 Study Design

It can be challenging to obtain comparative insight on worker preferences when technology

is deployed in highly consequential situations, such as the workplace. Not only can it

be expensive, but it can raise ethical concerns. To overcome these hurdles, I analyzed

PSAI with the Experimental Vignette Method [433, 434]. A “vignette” is a scenario that

reflects specific features or components of a technology, policy, situation, or interaction.

Scenario based experiments have been used in the past to study algorithmic management

at work [416]. The experimental angle of this method involves the presentation of a series

of vignettes to participants for evaluation. These vignettes are carefully modified across

certain components and in effect akin to a factorial survey that helps simulate real world

conditions [435]. To study PSAI, I modified components that represented hypotheses I

derived from literature and further refined from the previous study.
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Hypotheses

To design my study, I initially drew from the Technology Acceptance Model (TAM) to

predict the willingness of workers to be data subjects for PSAI. The TAM framework was

first proposed to determine the acceptance of technologies for improving performance at

work [436]. Additionally, TAM has been used in a variety of different settings including

e-learning, cloud computing, virtual reality, and Internet-of-Things [437]. Traditional anal-

ysis with TAM involves two antecedents of acceptance, perceived utility and perceived ease

of use. Arguably PSAI do not involve explicit use and lead to minimal interaction burden.

Classical interpretations of TAM would consider PSAI acceptable. However, looking to-

wards the theory of privacy calculus we can identify a different cost [430]. As per this,

perceived ease of use in TAM can be replaced with perceived privacy risk [438]. Based

on the findings from the previous interview study, I learned that some of the anticipated

costs go beyond data privacy risks, and extend onto job consequences (section 8.1). Taken

together, I believe a PSAI solution with more perceived utility and less perceived harm is

likely to be more acceptable.

Type of Sensing. The first piece required to engineer a PSAI system is the sensing

component. Different systems can leverage digital traces from different sources (Table 8.2).

The CCTV cameras at work can be considered passive sources too. Over time, informa-

tion workers have accepted such cameras as the norm. However, it can be closer to PSAI

when that CCTV feed is input into a machine-learning models to provide metrics of work

effectiveness. After remote work, the more concerning usage of visual feeds was actually

the prospect of an employer tapping into the inbuilt camera on a worker’s machine. Re-

moteDesk is an example of such a technology [403]. Charbonneau and Doberstein, have

shown that people perceive the intrusiveness of camera–based applications differently from

fitness trackers [439]. In comparison to other scenarios, when participants from Study 1

were exposed to Sys1 or Sys2, they often described it with verbs, such as “seeing” and

“watching” (P4, P7, P23, P28), instead of “tracking” or “recording”. In terms of pure func-
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tionality even other technologies are digitizing and storing human behavior. The intrusive

perception of these devices motivates the exploration of novel sensing sources. Research

studies — including my own — discuss a variety of other sensors that can be used for pas-

sive sensing at work, such as smartphone screen use, bluetooth beacons, and even language

online. The first study also made it clear that IWs felt that certain sensing sources could

actually be more meaningful than others at indicating work experience. Some participants

expressed that digital work applications could be an appropriate way to harness traces. This

idea did have detractors though. Among others, P18 stated, “the amount of time I’m on my

computer or the amount of time I’m responding to emails to me isn’t an accurate represen-

tation of productivity.” Alternatively, other streams such as physical activity and language

might not appear as tightly coupled with work. Yet, workers considered these orthogonal

correlates “true reflections” (P3). Therefore, it is reasonable to hypothesize that workers

will favor the use of certain sensors in PSAI:

H1a. Type of sensing stream is associated with perceived utility

H1b. Type of sensing stream is associated with perceived harm

To test these hypotheses, I compared PSAI systems with 3 different sensing modes: (i)

digital time use (e.g., time spent on an application, (ii) online language (e.g., sentiment

and tone on communication platforms), and (iii) physical activity (e.g., number of restful

breaks from a wearable).

Scope of Sensing. Historically information workers have been able to avail flexible

work routines. They get the freedom to decide when to work and where to work. Nat-

urally, the degree of freedom might vary across roles and organizations. This flexibility

has blurred the lines between contexts when a worker is working (e.g., office) and other

general situations where they could also be working (e.g., after-hours at home, at a cafe on

the weekend). Simply deploying passive sensing frameworks without regard can heighten

anxieties related to unchecked surveillance [432]. In subsubsection 8.1.2, I had described
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the various different opinions IWs had regarding limiting PSAI to work or allowing it a

broader reach. While sensing beyond work could be a privacy risk (P17), sensing specific

to the work context could be more sensitive to their career (P7). Workers also varied on

the utility of different scopes. P25 felt that a broader scope could highlight their holistic

needs, whereas P9 and P10 found work–specific scopes to be more relevant to their role

as workers. The varying scope can not only change the traces that a PSAI system would

capture, but also the way its output will be interpreted. I want to test if these distinctions

explain the overall perceptions of PSAI systems.

H2a. Scope of sensing is associated with perceived utility

H2b. Scope of sensing is associated with perceived harm

To test these hypotheses, I compared PSAI systems with 2 different scopes: (i) work

(e.g, work application tracking, work communication, or occupancy sensors) and (ii) gen-

eral (e.g., personal application tracking, personal social media, or wearables).

Type of Insight. Any PSAI system will process the data to infer a target. Contempo-

rary systems have typically centered on providing performance–based measures. Excep-

tions like Viva Insights present wellbeing insights alongside performance [407]. Abraham

et al. found that workers are more likely to accept monitoring systems that promise an in-

crease in work efficiency — producing more output in the same time [401]. In contrast,

Cheney-Lippold found that technologies that monitor efficiency tend to burnout workers

and constrain their day-level activities [440]. The need for performance insights arise from

organizational incentives and social contract between an employee and employer. Recently,

information work has started paying attention to mental wellbeing. We are witnessing a ris-

ing trend where organizations are conducting seminars, appointing specialized officers, and

even offering mental wellness apps. However, mental wellbeing has not received the same

individualized attention as performance. Performance evaluations in information work

have been refined and embedded into the worker’s life–cycle. Key Performance Indica-
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tors and Performance Reviews are common place, but mental wellbeing is often addressed

through nebulous actions. Participants in Study 1 echoed the feeling of not being cared for

enough and a disconnect. These organizational interests are likely tied to preserving human

capital. P7’s perspective illustrates the different views on mental wellbeing, “Every month

they send out the email, [...] OK, those are the best days because my mental well-being

is usually the best on a days they send it out.” Inferring a worker’s health also presents

new challenges. In the past, workers have expressed resistance to applications that track

their physical health because of anxieties related to insurance possibly because of anxieties

related to its effect on their insurance [401]. It remains unclear if workers would actually

prefer insights on mental wellbeing. P28 was skeptical of the value of computationally es-

timating his mental wellbeing because “that kind of thing is so personal”. Accordingly, it is

yet to be learned if PSAI would be more valuable to workers if the kind of insight received

by them is different from performance.

H3a. Type of experiential insight is associated with perceived utility

H3a. Type of experiential insight is associated with perceived harm

To test these hypotheses, I compared PSAI systems with 2 different types of insights:

(i) performance, (ii) mental wellbeing (specifically stress).

Sharing of Insight. The asymmetry of work–based power structures inherently carry a

critical risk. The insights of passive sensing can often be consumed by someone who is not

the data subject [400]. Ideally, the insight of PSAI should affect an IW directly. In reality, it

is possible that the insights generated by PSAI indirectly impact IWs through the organiza-

tional decisions of others, such as managers. The indirect flow is often designed to benefit

organizational interests, e.g., to reorganize work within a team. Prior research indicates

that people vary in their privacy concerns when comparing individual and collective ben-

efits [441]. Information work relies on collaboration, communication, accountability, and

dependency. In Section subsection 8.1.3 I had discussed various paradigms within which
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IWs envisioned the use of PSAI. Participants had reported that they always want to be in-

volved in the flow as a receiver, but could imagine forwarding insights to other coworkers.

Some appreciated the role of the manager in enhancing their own work effectiveness (P15,

P17, P18, P25). Others felt a trusted–other like a peer, coach, or mentor could help explain

the insights (P6, P20). Additionally, these insights could also be contributed to a collec-

tive aggregate to keep workers updated (P13) and help the smoothen work-flows (P22).

Together, all these potential uses motivate the last set of hypotheses:

H4a. Sharing of experiential insight is associated with perceived utility

H4a. Sharing of experiential insight is associated with perceived harm

To test these hypotheses, I compared PSAI systems with 4 different sharing paradigms:

(i) self only (nobody else receives the insights), (ii) self + manager (iii) self + trusted other,

and (iv) self + aggregate. Note, in variations (ii-iv), I specifically studied instances where

the insight is shared 1-week after the worker has received it themselves.

Table 8.3: The vignette text was generated based on randomly selecting values for H1
and H2. Every participant was shown the baseline vignette where H1 =“Visual” and
H2 =“General”.

H1 H2 Vignette Text Explanation
Input Process

Visual General The AI system can
analyze video
captured from your
work computer’s
webcam. It will
extract facial
expressions (e.g.,
attentive, stressed,
enjoying) and will
NOT store any
identifiable images.

This PSAI system
will use the primary
camera of your PC.
While the PSAI is
running, the camera
will remain ON. The
camera can be an
inbuilt camera or an
external one.

This PSAI system will use
Computer Vision and Machine
Learning to learn your
cognitive state based on subtle
and complex facial actions. An
example of what the PSAI will
store ...[sample table with
values for timestamp, “focus”,
“distracted”, “calm”,
“energetic”]. The system will
NOT store any image or video
of people or surroundings.
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Table 8.2.1 Continued.

Online
Language Work The AI system can

analyze text retrieved
from work-related
communication
platforms such as
Slack, Teams, and
Email. It will extract
psycholinguistic
attributes from your
posts (e.g., frequency
of positive emotions)
and will NOT store
any readable text.

This PSAI system
will analyze the text
you input into your
work-related
communication
apps. The PSAI
could include email
(e.g., Outlook),
instant-messaging
(e.g., Slack),
work-social media
(e.g., Yammer).

This PSAI system will use
Natural Language Processing to
learn different figures of speech
in the communication text (e.g.,
frequency of positive phrases).
An example of what the PSAI
will store: An example of what
the PSAI will store ...[sample
table with values for timestamp,
“positive”, “negative”, “anger”,
“achievement”]. The system
will NOT store any raw text or
nouns.

General The AI system can
analyze text retrieved
from communication
and social media
platforms including
Facebook, Twitter,
and Search. It will
extract
psycholinguistic
attributes from your
posts (e.g., frequency
of positive emotions)
and will NOT store
any readable text.

This PSAI system
will analyze the text
you input into any of
your communication
apps. The PSAI
could include email
(e.g., GMail),
instant-messaging
(e.g., Messenger),
social media (e.g.,
Twitter).

[Same as above]

Digital
Time Use Work The AI system can

analyze your screen
time on work
applications such as
those used for
communication,
development, design,
documentation, and
presentation). It will
extract engagement
measures for
different categories
and will NOT store
any application
names, titles, or
content.

This PSAI system
will analyze your
interactions with
work-related
applications. The
PSAI will be
restricted to
application
categories such as
work communication
(e.g., Outlook,
Teams),
programming (e.g.,
VS Code, Github),
and documentation
(e.g., Word, Excel).

This PSAI system will use
event logging to learn the time
you spend on different
categories of applications and
how you use it (e.g., typing,
clicking, scrolling). An
example of what the PSAI will
store ...[sample table with
values for timestamp,
“category”, “app in focus”,
“mouse move”, “keystroke
count”]. The system will NOT
store any content, such as file
name, application name, or
typed text.

General The AI system can
analyze your screen
time on computer
applications
including those used
for work,
entertainment,
browsing, and
gaming). It will
extract engagement
measures for
different categories
and will NOT store
any application
names, titles, or
content.

This PSAI system
will analyze your
interactions with
your applications.
The PSAI will be
cover a variety of
applications
categories including
entertainment,
programming, and
browsing.

[Same as above]
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Table 8.2.1 Continued.

Physical
Activity Work The AI system can

analyze movement
patterns using
occupancy and
presence sensors
embedded in the
office infrastructure
such as doors and
desks. It will extract
frequency, intensity,
and rhythm of
different physical
activities and will
NOT store any
identifiable
locations.

This PSAI system
will use sensors
embedded in the
work space, such as
access doors. The
location of the
sensor can indicate
the activity you are
involved in (e.g., at
your desk or away).
These sensors are
used for security,
maintenance, and
analysis of space
usage.

This PSAI system will use
activity recognition to learn the
time you spend on general
activities (e.g., sitting, moving).
An example of what the PSAI
will store ...[sample table with
values for timestamp, “activity
type”, “duration”, “event
count”]. The system will NOT
store any location data.

General The AI system can
analyze movement
patterns using
motion and
physiological
sensors in your
smartwatch. It will
extract frequency,
intensity, and rhythm
of different physical
activities and will
NOT store any
identifiable
locations.

This PSAI system
will use sensors in
your smartwatch.
These sensors are
used for providing
different interactions
(e.g., automatic
screen on/off), but
also to track your
physical state (e.g.,
resting, or intense
activity).

[Same as above]

Table 8.4: The vignette text was generated based on randomly selecting values for H3.
Every participant was shown the baseline vignette where H3 =“Performance”.

H3 Vignette Text Explanation: Output
Performance With this data it can

estimates your job
performance on a scale
of 1-100 at the end of
every day.

The PSAI will provide daily insights based on different
aspects of performance. You will see a single score
(1-100) that reflects (i) the quality with which you
perform assigned tasks and (ii) the quality with which
you perform additional unspecified tasks related to work.

Mental Wellbeing With this data it can
assess your stress on a
scale of 1-100 at the end
of every day.

The PSAI will provide daily insights based on different
aspects of mental wellbeing. You will see a single score
(1-100) that reflects (i) the stress you experience from
external demands and (ii) the anxiety you experience
thinking of future events.

Table 8.5: The vignette text was generated based on randomly selecting values for H3.
Every participant was shown the baseline vignette where H4 =“Self+Manager”.

H4 Vignette Text Explanation: Users
Self You will be able to view the

system’s assessment of you
everyday and reflect on long
term trends.

The insights from PSAI are only available to you.
By viewing your insights, you can learn more
about how you work. This new understanding
can identify opportunities for you to change how
you work.
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Table 8.2.1 Continued.

Self + Manager [Self Text + ] Additionally,
your manager will be able
to view the assessments at
the end of the week.

The insights from PSAI will be first available to
you. By viewing your insights, you can learn
more about how you work. This new
understanding can identify opportunities for you
to change how you work. After some time, your
manager will also able to view the insights about
you. You will be able to share your interpretation
of insights with each other and collaboratively
decide approaches to work. The manager will
NOT be able to see the data PSAI used to
produce insights.

Self + Trusted Other [Self Text + ] Additionally,
a coworker of your choice
will be able to view the
assessments at the end of
the week.

The insights from PSAI will be first available to
you. By viewing your insights, you can learn
more about how you work. This new
understanding can identify opportunities for you
to change how you work. After some time, a
trusted other of your choice would also be able to
view the insights about you. Your trusted other
can be a close colleague, mentor, wellbeing
officer, or anyone you think can you improve
your work experience. You can share your
interpretation of insights with each other and
collaboratively decide on new approach to work.
The trusted other will NOT be able to see the data
PSAI used to produce insights.

Self + Aggregate [Self Text + ] Additionally,
your assessment will be
anonymously aggregated to
help users compare their
experience and learn
collective trends.

The insights from PSAI will be first available to
you. By viewing your insights, you can learn
more about how you work. This new
understanding can identify opportunities for you
to change how you work. In addition, this PSAI
will anonymously pool your insights with other
coworkers who have consented. You can compare
your experience with different groups, such as
others in the same role or department. PSAI will
NOT pool insights if the groups are smaller than
50 people to ensure individual identities
protected.

Vignette Experiment

I considered the experimental vignette method because it was infeasible to practically and

ethically deploy multiple variations of PSAI at scale on real information worker popula-

tions. Each vignette represented a scenario where an instance of PSAI is deployed for

information work. Generally speaking, each vignette showed a passive data source (H1)

that monitors worker behavior in a specific context (H2) to predict either their performance

or mental wellbeing (H3) and shares this insight back to certain stakeholders (H4). Ta-

ble 8.2.1 shows the descriptions of possible components a PSAI system could have because
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Viva Humanyze Occupancy Screenshots Browse CCTV Webcam

Viva 50.00% 85.71% 100.00% 100.00% 100.00% 100.00% 84.21%

Humanyze 50.00% 80.00% 60.00% 80.00% 100.00% 100.00% 71.88%

Occupancy 14.29% 20.00% 50.00% 33.33% 100.00% 100.00% 37.50%

Screenshots 0.00% 40.00% 50.00% 33.33% 50.00% 100.00% 37.50%

Browse 0.00% 20.00% 66.67% 66.67% 100.00% 100.00% 36.84%

CCTV 0.00% 0.00% 0.00% 50.00% 0.00% 66.67% 17.65%

Webcam 0.00% 0.00% 0.00% 0.00% 0.00% 33.33% 7.14%

Figure 8.2: Participants in the first study (section 8.1) were asked which PSAI they pre-
ferred between a pair of systems. The table shows how often a particular system was
preferred. System labels correspond to Table 8.2

of variations in the type of sensor and scope of sensing. Table 8.2.1 shows the two differ-

ent outputs a PSAI system could generate. Lastly, Table 8.2.1 shows the four different

information sharing paradigms that involve a PSAI system. These tables not only list the

variations in the vignettes but also the accompanying text used to produce a vignette with

that component. Accounting for all possible variations, my hypotheses space involves 48

vignettes 3 and 1 baseline vignette.

Baseline Vignette. Since the vignettes vary across categorical variables, I wanted to

identify a stable baseline scenario. For this I referred to the participants preferences for

different systems as per the interview study (Table 8.2). In that study, each participant

was shown pairs of PSAI and asked which technology they were more likely to accept.

Participants were shown at least two pairs of PSAI. These two pairs were randomly selected

without replacement from seven possible systems. Some participants also evaluated a third

pair, where they selected a technology between their first two preferences. In total 28

information workers performed 60 different comparisons. As shown in Figure 8.2, I found

that Sys 7, based on Viva Insights [407], was preferred most often. On the contrary, Sys 2,

based on RemoteDesk [403] was never preferred over another system (table). That PSAI

scenario described a webcam analyzing facial expressions and surroundings to measure

3(H1 = 3)× (H2 = 2)× (H3 = 2)× (H4 = 4)

171



Figure 8.3: The baseline vignette was shown to all participants as the first scenario. For
each vignette, participants had to report their perceived utility, perceived harmfulness, and
perceived willingness to use the PSAI.

performance and share it with a worker’s manager. I constructed my baseline vignette to

resemble the characteristics of this technology ( Figure 8.3).

Figure 8.4: Every vignette had 4 icons representing the PSAI in terms of its input, process,
output, and users. Participants could click any of these to get a deeper understanding. The
example above shows the explanation for process in the baseline vignette.

Vignette Evaluation. Every participant assessed a deck of 10 vignettes through an

online browser portal. The first vignette for each participant was the baseline. The other

9 were randomly generated combinations from the hypotheses space. The vignettes were

172



presented as a combination of text descriptions along with graphical icons. The icons

helped improve recognition of scenarios and emphasize the differences. For any PSAI, the

icons corresponded to the input, process, output, and users. Participants could click the

graphical icons to learn more in-depth about a specific component of a PSAI vignette. The

portal recorded the number of times an in-depth explanation was shown. Before beginning

the exercise, participants were given a tutorial of the interface.

For each vignette, participants reported their perceived use, harm, and will to actually

use the PSAI in question. In total, they answered 3 questions on a 5–point Likert scale for

each vignette. These questions were adapted from Sun et al.’s research on location tracking

services and privacy caluclus [442]. Specifically, they needed to answer, ”to what extend

do you agree with the following statements...”:

1. Utilitarian Benefit: ”Algorithmic estimates using this type of PSAI can improve my

living and working effectiveness”

2. Anticipated Harm: ”Algorithmic estimates using this type of PSAI may potentially

harm me”

3. Willingness to Accept: ”I am willing to use this PSAI”

I followed many of the practices suggested by Sheringham et al. to design a reliable

vignette study [443]:

1. Credibility: I chose practical factors that information workers considered in the ex-

ploratory study to make the vignettes believable.

2. Number: Every participant evaluated multiple vignettes to account for individual

variances.

3. Variability: Each factor occurred in variety of combinations with other factors to

represent every possible scenario.

173



Individual traits and Open-ended responses. After the participants had evaluated

their deck of vignettes, they completed an additional questionnaire to report their individ-

ual characteristics. This included demographic characteristics (age, gender, race) and the

nature of their job (role, size of company, number of employees reporting to them). Abra-

ham et al. found that worker’s attitude towards quantification and public surveillance can

explain their preference for monitoring at work [401]. I adapted their questionnaires to

include a 5–item survey for participants to describe their familiarity with personal track-

ing technologies and a 3–item survey to express their opinion on public surveillance. To

account for additional covariates, I also added a 2–item survey to capture the participants’

digital privacy behaviors (adapted from [444]). Lastly, Kim et al. found that trust was a

key antecedent in the cost-benefit calculus of such technologies [438]. To accommodate

this, I also included a 2-time survey to capture participant trust in their manager (adapted

from [445]). Lastly, participants were could answer up to 3 open-ended questions with free-

form responses to discuss how they envision PSAI can improve their work, the situations

of harm, and designs that protect their best interest.

Participants

The portal launched for public access in March 2023. I advertised the portal through dif-

ferent employee mailing lists, work related social media (e.g., LinkedIn and Reddit), and at

physical office spaces. Every exercise session was anonymous and no personally sensitive

information was tracked. Before accessing the vignettes, every visitor needed to complete

a screening survey. This was the same criteria described in Study 1 along with additional

checks for bots. In total, 110 different information workers attempted the vignetted exer-

cise. Karren and Barringer’s review found that most vignettes studies involving workers

recruited between 80 and 140 participants for a similar vignette space. Collectively, my

portal received 1059 evaluations for PSAI vignettes 4. 90% of the vignettes were evaluated

49 participants did not evaluate all vignettes in their deck
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within 75 seconds, while the median completion evaluation time was about 25 seconds.

Since responses might be unreliable due to speeding, I removed 9 vignettes that were com-

pleted in less than 5 seconds. Each vignette evaluation was used as a data point in my

mixed–effects model to test my hypotheses.

Mixed–Effects Model

I primarily built two Linear Mixed-Effects models to understand the impact of various fac-

tors on utility and harm. I will refer to these as MU and MH . At a high level, every model

tested the main-effect of 4 independent variables; H1 =Type of Sensing, H2 =Scope of

Sensing, H3 =Type of Insight, and H4 =Sharing of Insight. To account for comprehensi-

bility of the vignette, I included the count of in-depth explanations viewed by the worker;

Einput, Eprocess, Eoutput, and Eusers. And finally, to control for individual and organi-

zational factors, I included covariates (subsubsection 8.2.1). These included demographic

characteristics (age, gender, race), job characteristics (role, size of company, number of em-

ployees reporting to them), attitude to quantification, attitude to public surveillance, digital

privacy behaviors and trust. The models fundamentally varied in the dependent variable

that I studied. For example, Y =Perceived Use in MU and Y =Perceived Utility in MH .

Every participant could evaluate multiple vignettes. Since each evaluation counted as an

observation, the model needed to group these together to account for within–participant

variances. Therefore, I included the participant as a random effect.

Y ∼ H1 +H2 +H3 +H4 + Einput + Eprocess + Eoutput + Eusers

+Age+Gender +Race+Org. Role+Org.Size+Num Reportees

+Perc. Quantification+ Perc. Surveillance+ Privacy Behaviors+ Trust

+1|Participant

Y ∈ {perceived utility, perceived harm}

(8.1)

The key variables of interest in these models are categorical (H1, H2, H3, H4). For

all the models described in this section I used the lme4 package in R to apply the lmer
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Figure 8.5: The density plot
compares the willingness to
accept PSAI for each of the
110 sessions. Most respon-
dents were resistant to adopt-
ing the system discussed in
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Figure 8.6: The responses received by the Experimen-
tal Vignette portal conform with the expected trends from
TAM [436]. (a) Increase in perceived use leads to greater
willingess to accept PSAI. (b) Increase in perceived harm
leads to lower willingess.

function [447]. The lmer function creates “dummy” variables for each category internally.

In the words of the package’s author, De Boeck et al., “the first item functions as the

reference item, and that all other item parameters are estimated as deviations from the

first” [447]. The reference category for each of the hypotheses was selected to be the same

as the baseline vignette — H1 =“visual”, H2 =“general”, H3 =“performance”, and

H4 =“you+manager”.

8.2.2 Findings

Before reporting the findings from the models discussed above, I wanted to confirm some

of the assumptions of the experimental design. First, I checked if my baseline vignette was

a less acceptable scenario of using PSAI. Table 8.5 shows a strong negative tendency to ac-

cept a PSAI that leverages the camera on a worker’s personal device to predict performance

and eventually share insights with a manager. The distribution validated that the choice of

baseline was reasonable. Additionally, I found that sessions showed a normal distribution

around 0 for other vignettes. This pattern tells us that workers in the sample are not biased

towards accepting or rejecting PSAI and represent a healthy balance.
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Second, I checked if the modified version of TAM is an appropriate framework. I built

a simple mixed effects model to understand willingness to accept different PSAI (Equa-

tion 8.2). The conditional R2 of this model was 0.72 indicating that a large portion of

the variance in acceptability can be explained by the model. Moreover, the relationship

between variables was expected. Willingness to accept significantly increased with utility

(0.55) and significantly reduced with increased perceptions of harm (−0.42). These pre-

liminary results provided confirmatory evidence that the modified framework to understand

the antecedents of utility (MU ) and harm (MH) can help indicate acceptability of PSAI for

information workers (Table 8.6).

Willingness ∼ Perceived Utility + Perceived Harm+ 1|Participant (8.2)

Both my primarily models explained a sizeable portion of variance in their respective

target variables (for MU the R2 = 0.60 and for MH the R2 = 0.58). These values are im-

provements over similar studies to explain worker acceptance of technology [438]. Note,

however, my model included both fixed and random–effects. On closer inspection, I found

that the fixed-effects explain a smaller portion of the variance alone. For comparison, for

MU the marginal-R2 = 0.15 and for MH the marginal-R2 = 0.20. These measures imply

that the unmeasured individual differences (included as the random effect 1|participant)

played a larger role in interpreting perceived use of PSAI than interpreting perceived harms.

Having said that, both fixed and random effects were essential to the models. To reempha-

size, my hypotheses testing was concerned with the fixed effects, i.e., H1, H2, H3, and

H4. The following subsections will explain the results of Table 8.7 5.

5Other covariates included in the model were omitted from the table for brevity. These variables con-
tributed to the explained variance and controlled the effects of other IVs. However, in themselves, their
estimates itself were not of interest.
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Table 8.7: Linear Mixed-Effects Regression models provide insight into the relationship
between different variations in PSAI and worker perceptions. The �symbol indicates a
significant increase when the corresponding component is included in the PSAI. Similarly,
�indicates a significant reduction. By observing the values in this table, we can estimate
which components lead to increased utility (MU ) and reduced harm (MH), which lead to
increased acceptability.
(‘-’:p < 1, ‘◦’:p < 0.1, ‘*’:p < 0.05, ‘**’:p < 0.01, ‘***’:p < 0.001)

MU (Utility) MH (Harm)

Est. p−value Est. p−value

H1: Type of Sensing
(ref: Visual)

Digital Time Use 0.40 � 0.001** −0.33 � 0.002**

Online Language 0.06 0.589 −0.16 0.145

Physical Activity 0.40 � 0.001** −0.48 � 9× 10−6***

H2: Scope of Sensing
(ref: General)

Work (only) 0.05 0.351 −0.04 0.44

H3: Type of Insight
(ref: Performance)

Mental Wellbeing 0.14 � 0.021* −0.15 � 0.004**

H4: Sharing of Insight
(ref: Self + Manager)

Self (only) 0.54 � 4× 10−10*** −0.53 � 2× 10−11***

Self + Aggregate 0.18 � 0.031* −0.34 � 3× 10−5***

Self + Trusted
Other

0.08 0.346 −0.12 0.10 ◦

Explanations Input 0.02 0.834 −0.02 0.841

Process −0.02 0.856 −0.17 � 0.09 ◦
Output −0.04 0.732 0.12 0.278

Users 0.01 0.872 −0.03 0.709

H1: Physical Activity and Digital Time Use are more acceptable

Many of the PSAI scenarios presented in my vignette experiment exist as alternatives to

the aggressive surveillance of commercial options. A common form is encapsulated by

RemoteDesk [403]. In such technologies, the camera is leveraged as the source of sensing

a worker’s behaviors. The type of sensing is “visual”. My results show that in comparison

to recording a visual stream of data, other types of sensing are more favorable. Table 8.7
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(MU ) shows a significant positive coefficient for recording digital time use of applications

(estimate= 0.401, p-val= 0.001) and for tracking physical activity patterns with wearables

and or embedded devices (estimate= 0.401, p-val= 0.001). However, the results indicate

little additional utility for mining online language from communication tools and social

media. Based on these results I rejected the null hypotheses that perceived usefullness of

PSAI is independent of the type of sensing. Thus, hypotheses H1a holds.

The relationship of these variables with harm (MH) are symmetrical. The perceived

harm for PSAI reduced when it was sensing digital time use (estimate= −0.33, p-val=

0.002) or physical activity (estimate= −0.48, p-val= 7 × 10−6). It is also worth noting

that, PSAI systems that use of online language can be perceived to be less harmful than

monitoring with a camera (estimate= −0.16, p-val= 0.145), but the effect is not statis-

tically significant. Together, type of sensing is related to the perceived harm of different

technologies. Therefore, hypotheses H1b is likely to be true.

These results also shed more light on the preferences from the exploratory study (Fig-

ure 8.2). and were more preferred. The most preferred system, Sys7, was inspired by Viva

Insights [407]. This application primarily records the time and event counts of digital ac-

tivities such as communication and document use. The next in line was Sys5, which was

inspired by Humaneyze [389]. Interestingly, Humaneyze provides multimodal approach

which is a mix of digital time use, online language, and physical activity. In chapter 4, I

had shown the value of combining multiple streams to provide a full picture. These findings

suggest that inclusion of certain sensors can increase resistance to adopting PSAI, even if

it is more likely to provide a fuller picture of the worker.

H2: Work–Life Scope only matters in conjunction with Sensing Stream

Presently, it is common to work remotely from one’s home or from a different spot away

from a designated office space (e.g., a coffee shop). Even though some workers have

embraced this spatial flexibility, it raises concerns about the limits of sensing. This concern
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Figure 8.7: Scope of Sensing (H2) interacts with Type of Sensing (H1) when trying to
model (a) utility and (b) harm. Although H2 itself did not have a significant main effect in
MU and MH , it is evident in the case of online language that the general scope has lower
utility and higher harm than work scope.

is similar to the finding boundaries where work stops. MU and MH included variables

to compare work–only scope of PSAI with a broader scope, where a worker’s activities

outside of work are also sensed. I found that this distinction did not significantly reflect

any changes in the perception. Therefore, the null hypothesis still holds, i.e., scope of

sensing does not indicate the utility or the harm of PSAI at work.

Different workers have different perspectives on work–life segmentation. It is possible

that the models could not converge at a general solution. Also note, that unlike other

components, the scope of sensing was tied to the type of sensing in how it manifested in

each vignette (Table 8.2.1). Therefore, to get a better understanding of the scope of sensing,

I ran a post-hoc regression analyses where H2 interacts with H1 (Equation 8.3).

Y ∼ H1 +H2 +H3 +H4 +H1 : H2

Y ∈ {perceived utility, perceived harm}
(8.3)

I found that the work scope interacts with the sensing online language when it comes
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to both perceived utility and harm. Table 8.8a and Table 8.8b show the interaction plots

between the two variables based on the effects fitted by the interaction models. It is evident

that online language is considered more useful and less harmful when it is constrained to

work-specific applications and platforms. In fact, the broad sensing of online language is

possibly worse than the baseline vignette. Studying the interaction also confirms that the

scoping does not play a significant role in describing the acceptability of other streams.

H3: Mental Wellbeing Insights are more acceptable

Most of the commercial systems in use today are focused on providing performance in-

sights. This trend possibly stems from the organizational need to maintain productiv-

ity. Looking at the workers’ perspective tells us a different story. Vignettes where PSAI

provided insight on stress were not only considered less harmful (estimate= −0.15, p-

val= 0.006), but also more useful (estimate= 0.14, p-val= 0.021) than those that estimated

performance. Based on these results, I argue that both H3a and H3b are true.

In a workplace, measures of performance are directly linked with extant evaluation met-

rics that could eventually determine promotions or layoffs. In contrast, a worker’s mental

wellbeing often needs more personal management and organizations are only starting to

support worker mental wellbeing. Among today’s enterprise technologies, Viva Insights

[407] stands out because it provides mental wellbeing insight in addition to performance

insights. Today’s workplace has a dearth of PSAI systems that specialize in supporting

worker mental wellbeing. My findings motivate the development of PSAI to algorithmi-

cally infer constructs that workers are interested in, such as stress.

H4: Keeping insights private or sharing as aggregate is more acceptable

In the previous study, workers were able to appreciate the need to share insights but they

needed the insights to first be provided to them. Then they get to choose when and how

it is shared forward. The baseline vignette depicted sharing with the manager after it had
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been sent to the worker. Although the manager might be able to supervise tasks better,

the regression analyses shows that workers found it significantly more useful to keep the

insights to themselves (estimate= 0.54, p-val= 4 × 10−10). They also found value in

sharing their insights as an aggregate for collective interpretation (estimate= 0.18, p-val=

0.031). Keeping the insights private (estimate= 0.53, p-val= 2× 10−11) or sharing it as an

aggregate (estimate= −0.34, p-val= 3× 10−5) were considered significantly less harmful.

Sharing the insights to trusted others, such as peers, seniors, or mentors, did not have more

utility. However, it was considered less harmful when considering a more liberal confidence

interval (estimate= −0.12, p-val= 0.10). Taken together, I rejected the null hypotheses that

PSAI are perceived useful and harmful regardless of who the information is shared with.

As a result, both H4a and H4b hold true.

In Study 1 six of the seven systems sent insights about the worker to a different stake-

holder. The vignette experiment provides evidence that sharing individualized insights

with managers (or immediate supervisors) is not a generally accepted approach. Instead,

we need to consider the personalized designs of PSAI that give the locus of control to the

worker. Arguably, this signals a shift in how these technologies are perceived and deployed

today. Organizations can still benefit from the personal approach by focusing on aggregate

views of the PSAI outputs to evaluate collective trends without singleing out individual

workers. Additionally, sharing to worker insights to specific trusted individuals might be

safe to explore in contexts such as counseling.

Robustness Analyses

Beyond the hypotheses tests, I wanted to further probe the validity of varying information

flows of PSAI. This subsection describes additional findings from my experimental vignette

study that reinforce the value of carefully designing PSAI.

Perceived utility and harm can mediate the effect of PSAI components on accept-

ability. The fundamental idea of TAM states that the willingness to adopt technology is a

182



function of increasing utility and lowering costs [436]. My empirical data supports this idea

by showing how perceived utility and perceived harm can describe the willingness to adopt

a given PSAI system (Table 8.6). Additionally, through MU and MH I have presented the

various aspects of PSAI that impact how it is perceived by workers. These results motivate

me to hypothesize that certain components of PSAI — as represented by H1, H2, H3, H4

— are likely to result in more acceptable designs of PSAI. Note, however, neither of those

regression models could completely account for the variances observed. Perceived harm

could be influenced by certain unmeasured factors that were external to my experimental

design. In theory, it is possible that increased perception of harm through such exogenous

aspects subdues the value of certain sensors or sharing paradigms. Therefore, I decided to

validate if selection of certain components actually impacts the willingness to accept PSAI.

Willingness ∼ H1 +H2 +H3 +H4+

+ < Same covariates as MU and MH >

+Mediator

+1|Participant

Mediator ∈ {perceived utility, perceived harm}

(8.4)

To disentangle this, I conducted causal mediation analyses [448]. The aim of this

exercise was to determine how modifying PSAI can directly or indirectly effect acceptabil-

ity. Findings from Table 8.7 already establish the relationship between PSAI components

and the mediators. Additionally, MW discussed in the preliminary findings also confirms

the relationship between the mediators and willingness. To test mediation, I fit regression

models to explain willingness to accept with the PSAI components and the mediator (Equa-

tion 8.4)— MWU and MWH corresponding to the different mediators. Then, I tested for

the effects using the mediation package in R [449]. Since this approach only accounts for

binary independent variables, I reported findings only for specific cases that supported the

hypotheses. Table 8.9 shows that the average causal mediation effect (ACME) was signif-

icant and positive for type of sensing, type of insight, and sharing of insight. These values
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Table 8.9: Causal mediation analyses help confirm the relationship between PSAI variables,
perceptions of the technology, and willingness to accept it. ACME denotes the average
causal mediation effect, which is the indirect impact of the treatment on acceptability. ADE
denotes average direct effect, which indicates the direct impacts that cannot be explained
by the mediator.
This table does not report raw p-values for the sake of brevity. Significant effects have been
labelled with the following scheme: ‘-’:p < 1, ‘◦’:p < 0.1, ‘*’:p < 0.05, ‘**’:p < 0.01,
‘***’:p < 0.001

Mediator: Utility Mediator: Harm

Treatment ACME ADE ACME ADE

Type of Sensing (con-
trol: Visual)

Digital Time Use �0.19** �0.2* �0.25*** �0.25 *

Type of Insight (con-
trol: Performance)

Mental Wellbeing �0.09* 0.05 �0.08** 0.05

Sharing of Insight
(control: Self + Man-
ager)

Self (only) �0.35*** �0.42*** �0.30*** �0.47***

imply that making changes to PSAI information flow can lead to increased acceptability

because of their affect on perceived utility and harm.

Learning more about feature processing can reduce the perceived harm of PSAI

Whenever a participant viewed a vignette, they could click each of the icons to learn more

about certain aspects of that PSAI system. The portal recorded these explanation–related

interactions for approximately 23% of the vignettes. Studies show that adding transparency

to the AI–based black boxes can have its benefits [450]. The results of my mixed-effects re-

gression models (Table 8.7) showed that when workers saw explanations of the underlying

process, they perceived less harm. An example of the explanation for process is shown in

Figure 8.4. Not only does it describe the types of features extracted from the sensor source,

but it also explicitly states common kinds of artifacts that will not be recorded. Note, how-

ever, this experiment was not designed to study explanations. Also, the models capture

explanation seeking behaviors, not the fidelity of the explanations itself. Therefore, these

results are not conclusive, but do motivate additional experimentation to study the value of
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Figure 8.8: Each point on this plot represents 1 of the 49 PSAI vignettes represented in my
experiment. + represents vignettes had average acceptability greater than 0.

explainability in PSAI.

Acceptable designs of PSAI are limited. The nature of vignette experiments makes

the comparisons relative. In this study, the baseline vignette was carefully selected as a

reference. Camera based sensing for performance inferences was poorly received in Study

1. Results from this study confirmed the low willingness to adapt as well (Table 8.5). With

that reference point in mind, the regression models indicate that improvements can be made

in how PSAI is deployed. The question is, if these improvements are enough? The exper-

imental setup covered 48 possible scenarios where a worker interacts with PSAI. The 110

different participants evaluated many of the same vignettes to indicate their willingness to

use that particular instance of PSAI. The score ranged from −2 to +2, where a negative

score indicated resistance to adoption. Figure 8.8 shows that only 10 of the 49 vignettes

(including the baseline) had a positive average for willingness score. Therefore, a large

proportion of the possible implementations of PSAI are less likely to be worker-centric.

While each vignette was a combination of components, the participants evaluated each of
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these as an integrated scenario where the moving parts were not explicit. Careful inspecting

actual scores reveals that even performance–based insights are acceptable in the right com-

bination (Table 8.2.2). For example, in vignette #33, the PSAI system infers performance

by sensing physical activity. Interestingly enough, vignette #22 and #23 were both worse

than the baseline. From the findings, it is clear that this negative reaction is a combination

of sensing online language in broad social media to predict performance and then eventu-

ally share it beyond the data subject. As it stands right now, without considering worker

needs most implementations will fail and only exacerbate poor work experiences. Refer-

ring to these raw scores before implementing PSAI information flows can help anticipate

their adoption (or resistance).

Table 8.10: Each vignette was evaluated by several different information workers as a part
of the experiment. This table shows the average scores for Perceived Utility, Perceived
Harm, and Willingness to Accept. The vignettes are sorted in decreasing order of accept-
ability. Vignette #49 was the baseline vignette shown to all participants.

ID H1 H2 H3 H4 Utility Harm Accept

33 Physical Activity General Mental Wellbeing Self 0.71 -0.50 0.64

34 Physical Activity General Mental Wellbeing Self + Aggregate 0.27 -0.27 0.40

13 Digital Time Use Work Performance Self 0.28 -0.11 0.33

37 Physical Activity General Performance Self 0.19 0.19 0.25

9 Digital Time Use Work Mental Wellbeing Self 0.43 0.48 0.19

10 Digital Time Use Work Mental Wellbeing Self + Aggregate 0.25 0.15 0.15

1 Digital Time Use General Mental Wellbeing Self 0.45 -0.20 0.10

44 Physical Activity Work Mental Wellbeing Self + Trusted Other 0.24 -0.29 0.06

26 Online Language Work Mental Wellbeing Self + Aggregate 0.22 0.00 0.06

41 Physical Activity Work Mental Wellbeing Self 0.37 -0.16 0.05

29 Online Language Work Performance Self 0.11 0.36 -0.04

38 Physical Activity General Performance Self + Aggregate -0.24 -0.10 -0.05
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Table 8.2.2 Continued.

14 Digital Time Use Work Performance Self + Aggregate -0.11 0.00 -0.06

46 Physical Activity Work Performance Self + Aggregate -0.23 0.41 -0.09

21 Online Language General Performance Self -0.53 0.27 -0.13

25 Online Language Work Mental Wellbeing Self 0.07 0.27 -0.13

2 Digital Time Use General Mental Wellbeing Self + Aggregate -0.07 0.44 -0.15

5 Digital Time Use General Performance Self 0.00 0.48 -0.15

42 Physical Activity Work Mental Wellbeing Self + Aggregate 0.15 0.35 -0.15

17 Online Language General Mental Wellbeing Self 0.12 0.56 -0.16

28 Online Language Work Mental Wellbeing Self + Trusted Other -0.06 0.78 -0.22

36 Physical Activity General Mental Wellbeing Self + Trusted Other -0.14 0.29 -0.24

6 Digital Time Use General Performance Self + Aggregate -0.22 0.22 -0.28

45 Physical Activity Work Performance Self -0.29 0.64 -0.29

31 Online Language Work Performance Self + Manager -0.19 0.44 -0.31

30 Online Language Work Performance Self + Aggregate -0.54 0.54 -0.35

15 Digital Time Use Work Performance Self + Manager -0.26 0.42 -0.37

48 Physical Activity Work Performance Self + Trusted Other -0.42 0.26 -0.37

12 Digital Time Use Work Mental Wellbeing Self + Trusted Other -0.14 0.21 -0.39

40 Physical Activity General Performance Self + Trusted Other 0.18 0.29 -0.41

20 Online Language General Mental Wellbeing Self + Trusted Other -0.33 0.38 -0.48

8 Digital Time Use General Performance Self + Trusted Other 0.09 0.41 -0.50

39 Physical Activity General Performance Self + Manager -0.27 0.46 -0.50

3 Digital Time Use General Mental Wellbeing Self + Manager 0.18 0.47 -0.59

18 Online Language General Mental Wellbeing Self + Aggregate -0.45 0.20 -0.60

43 Physical Activity Work Mental Wellbeing Self + Manager 0.00 0.30 -0.60
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Table 8.2.2 Continued.

24 Online Language General Performance Self + Trusted Other -0.14 1.10 -0.62

32 Online Language Work Performance Self + Trusted Other -0.06 0.50 -0.67

35 Physical Activity General Mental Wellbeing Self + Manager 0.22 0.81 -0.67

11 Digital Time Use Work Mental Wellbeing Self + Manager -0.50 1.00 -0.70

7 Digital Time Use General Performance Self + Manager -0.62 0.90 -0.71

19 Online Language General Mental Wellbeing Self + Manager -0.67 0.57 -0.71

27 Online Language Work Mental Wellbeing Self + Manager -0.53 0.71 -0.76

4 Digital Time Use General Mental Wellbeing Self + Trusted Other -0.32 0.32 -0.79

47 Physical Activity Work Performance Self + Manager -0.65 0.82 -0.82

16 Digital Time Use Work Performance Self + Trusted Other -0.40 0.80 -0.93

49 Visual General Performance Self + Manager -0.63 0.97 -1.06

22 Online Language General Performance Self + Aggregate -0.68 1.16 -1.11

23 Online Language General Performance Self + Manager -0.88 1.06 -1.38

8.2.3 Summary

I have shown that different types of sensors impact perceptions of utility and harm for PSAI

differently (H1). Restricting sensing to the work scope can be favorable for certain sensor

streams (H2). Developing PSAI to infer mental wellbeing insights was better perceived

than those that measuring performance (H3). Lastly, workers more value in keeping PSAI–

generated insights private or shared as aggregate than forwarding it to specific individuals

in their organization. These sharing paradigms also assuaged their concerns of harm (H4).
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CHAPTER 9

DISCUSSION: SHAPING THE FUTURE OF WORK

In 1930, Keynes described a future economy where we would work fewer hours than we

actually do today[451]. His prediction underestimated many socio-economic factors, but

it also misrepresented what today’s workers might want in terms of purpose, self-worth,

and leisure [452]. Information workers today do not want to work more, they want to work

better. For some, being successful is about performing to their full capacity. For others, it

is meeting their role’s requirements with better control of their stress and anxiety. Yet, this

has been especially challenging to achieve in practice because organizations are not taking

care of their workers’ needs. This phenomenon is exemplified by the social media trend

known as Quiet Quitting, where information workers showed an increasing tendency to de-

tach from work while remaining employed [453]. The rise of unhappy workers indicate that

we are facing an emotional recession [454]. Although Keynes’ vision was inaccurate, he

highlighted that the future of work needs to be centered on improving the lives of workers.

Recent literature suggests that we can thrive as workers by adopting healthier work prac-

tices [455]. However, organizational sciences have had limited personalized insight into

the effectiveness of information workers because of relying on traditional survey–based

approaches [4, 5]. My thesis posits an alternative method to help workers gain insight into

healthier work contexts. Computing technologies have played a central role in an informa-

tion worker’s relationship to work and even their life outside of it. Workers are constantly

leaving traces of their activities on their personal computers, smartphones, social media,

and other networked devices embedded in their surroundings. This dissertation demon-

strates that same technology that information workers interact with daily can be repurposed

to explain their performance and mental wellbeing and develop personal informatics appli-

cations for workers to succeed.
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The early chapters in my dissertation have showed the technological feasibility of

recording day–level behavioral dynamics and applying computational methods like ma-

chine learning can give us a new perspective on identifying effective workers. Chapter 4

presented how multimodal sensing of worker activities can complement personality as-

sessments of workers to provide a more holistic understanding of performance, which

also offered workers an opportunity to change. Chapter 5 demonstrated how everyday

technologies can model routines of workers to produce a new behavior–based measure to

re-organize workers into teams they will thrive in the most. Chapter 6 showed that anony-

mous, aggregated, and archived data revealed longitudinal patterns in organization behavior

that could then help make better organization–level decisions to support worker wellbeing.

Through these chapters I illustrated how everyday digital technology can be leveraged for

passively sensing workers’ ecology at the individual, team, and organizational level. In

the subsequent chapters, I studied the challenges we will face in using these methods to

produce new applications for workers. Chapter 7 provided evidence for methological con-

straints in building prediction applications for worker wellbeing and also demonstrated

approaches to overcome these constraints. Finally, Chapter 8 investigated the workers’

perspective on Passive Sensing–enabled AI(PSAI) and how it can be instantiated to both

help and harm workers from meeting their wellbeing needs. Taken together, these studies

provide a comprehensive view of passive sensing for worker wellbeing. On one end, this

research promotes the idea of using passive sensing to gain dynamic insights into infor-

mation worker wellbeing by considering various ecological factors. On the other end, this

research defines the practical boundaries of making meaningful applications for workers

that will support their aspirations of working better.

It is worth noting that the overarching view provided by my studies is a view through the

lens of an applied computer scientist. I took a pragmatic approach in improving information

work as we know it today. The implications are not ”best practices” but rather ”better

practices” — alternatives to methods before it. Yet, we need to be wary of how passive
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sensing interacts within the complex socio-economic ecosystem of work. A true dent in

the lives of workers needs many changes beyond the scope of this dissertation. Beyond

technological improvement, we need reform in our research methods and policy. Through

this discussion chapter I present a starting point, from where future researchers can reflect

and rethink how wellbeing informatics can make working thrive.

9.1 Need for a Worker-Centered Perspective

One of the core motivations behind passive sensing applications is the opportunity to study

human wellbeing in natural environments. In today’s urban environments, people are likely

to be equipped with a variety of connected devices (e.g., smartwatches), they regularly en-

gage with digital platforms (e.g., social media), and are exposed to other embedded tech-

nologies in their surroundings (e.g., bluetooth beacons). Each of these modalities can pro-

vide valuable behavioral traces. Before the ubiquity of these sensing streams in our daily

life, researchers attempted to instrument fixed structures to understand free living behav-

iors. The Aware Home at Georgia Tech [456] and the PlaceLab at MIT [457] are examples

of such instrumentation. In the twenty years since, personnel management have consid-

ered similar ideas to build “smart offices” to support thriving workers [458]. Arguably,

surmounting the engineering challenges of such endeavors is non–trivial. However, these

projects need to think beyond technological efficacy and also about the perspectives of its

data providers, the information workers. In this section, I am going to use one such re-

cent project, Mites at CMU [459], as an example to illustrate why we must align sensor

deployments with worker perceptions of adoption.

9.1.1 Tensions in Deploying Passive Sensing in Work Contexts

The Mites project represents a “unified, high-fidelity, and general-purpose sensing system”

for smart buildings [459]. To a large extent, the goal of this project was to better utilize

infrastructural resources for building sustainability and occupant wellbeing. Having said
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that, human activity modeling was one of the proposed applications, which aligns with the

kind of individualized insights for workers I have discussed in my studies. Another core

difference was that Mites did not leverage existing connected devices but rather innovated

on a singular, miniaturized, multimodal sensor. The research team fitted 334 sensors across

the spaces in one of the campus buildings. If we use Privacy by Design for ubiqutious

computing as a benchmark [420], the overall sensing framework and the research project

was setup with privacy–preserving principles. The sensors were connected through end-

to-end encryption in a university–only network (Adequate Security. Any data recorded by

the sensors was first featurized in the sensor itself, therefore ensuring raw data never left

the physical device (Locality). The location signatures of these sensors were obfuscated

to make re-identificaton of occupants more difficult (Pseudonymity). In fact, users were

able to opt-out of sensing through a companion mobile application, giving some sense of

Choice and Consent. Lastly, the research team communicated the role of these sensors

through a town-hall, email threads, and placing QR codes (linked to documentation) across

different rooms (Notice). Despite these safeguards, however, the instrumentation of an

existing building into a living laboratory was met with resistance [460]. This pushback

stemmed from a gap between the occupants’ anxieties, the researchers’ intentions, and

the technology’s capabilities. Eventually 9 of 110 offices disabled the sensor 1. It can be

tempting to consider this small proportion to indicate the success of smart instrumentation

of offices. However, I urge future researchers to be careful in associating this case-study as

a reason to sense workers indiscriminately.

9.1.2 Foreseeing the Adoption of Passive Sensing in Work Contexts

We learned in section 8.1 that the contextual norms of information workers are unique.

Trust runs much thinner in organizational settings than in research environments. Univer-

sities tend to be more flexible and heterogeneous. Occupants might not need to visit the

1The project was still ongoing when this document was compiled
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space instrumented with sensors and become indifferent. For a worker, the danger is that

they might not be able to change where they work. Given appropriate mechanisms, the

number of opt-outs from such a project would be much higher in an information work set-

ting. In reality, PSAI can be imposed on workers and their inability to freely consent can

worsen their overall happiness at work. Let us take another look at Mites from the perspec-

tive of the components that inform perceptions of PSAI’s utility and harm (section 8.2):

1. Type of Sensing: Mites possessed 12 kinds of sensing streams. Some of these are be-

yond the ones I studied, especially the infrastructure–specific streams, such as room

temperature, light, humidity, and pressure. It is unclear how these would be per-

ceived. Mites included a sophisticated motion sensor to determine physical activity,

which I found was perceived better than cameras. However, the sensors also included

audio sensors which might be perceived as unfavorably as online language — a ver-

bal communication stream.

2. Type of Insight: Another big challenge with Mites was that occupants did not receive

clear insight. The sensing suite provides rich possibilities, including insight into

occupant stress. However, the lack of actual consumable insights can make it difficult

for occupants to envision utility without anticipating the harms of surveillance.

3. Sharing of Insight: While the occupants themselves were not receiving any insights,

the investigators could gain some insight for benchmarking purposes. I had demon-

strated earlier that data providers of PSAI must receive some insight from the data to

perceive value and evaluate the harm. If occupants or workers are isolated from the

information flow after their data is collected, they are less likely to trust their data

will be interpreted accurately.

The assessment above did not need the development of sensors. In fact, it showcases

how passive sensing flows can be evaluated a priori to ensure worker-centric deployments.
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As technologists, we often forget that real world deployments, need us to care beyond spe-

cific engineering aspects and consider the entire data flow including critical stakeholders.

By doing so, we can ask critical questions regarding stakeholders, data control and benefits.

9.2 Worker-centric Applications through and for PSAI

One of the core ways to make PSAI acceptable technology for workers is directly providing

insights back to them (chapter 8). Such a transaction between data providers and a com-

putational tool protects worker interests. Quantified work needs to surface sensing insights

in a way that workers have agency to make meaning out of it [461]. Once workers can

comprehend their data in the context of inferences, they can choose if they want to involve

other stakeholders. Throughout, they should be able to identify the blindspots and misrep-

resentations of these tools (chapter 7). Not only will this give them a deeper understanding

to revoke their involvement in the system but also an opportunity to gather new information

required to fully discuss their performance and wellbeing insights with other stakeholders.

I believe we need to build prototype interfaces for workers when we begin data collection.

Thus, workers will be able to assess PSAI transparently in parallel to the data collection,

not after they lose control and possession of their data. These interfaces must follow the

following key tenets:

1. Worker–facing: Workers must be able to view insights from the data they provide.

2. Worker–first: Workers must receive timely and updated insight to help them control

the data they provide in the future.

3. Worker–flexible: Workers must be able to adjust and contest any algorithmic insights.

In this section I describe some of these potential worker-centric applications that can

be inspired from my research. These applications can help workers improve but also help

them inspect how they are estimated through PSAI. The interfaces are meant to encourage

recourse and engagement from the workers.
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9.2.1 Applications for Workers to Evaluate Themselves

We need to conceptualize applications of worker wellbeing as personal informatics tools.

In chapter 4, I showed how multimodal sensing could describe organizational personas

that express workers’ performance based on mutable daily activities. Not only were these

stylistic representations of the different kinds of workers, but they also revealed testable

hypotheses that could be verified with further experimentation. Workers should be able

view the daily activities they consent to as factors contributing to their work–related out-

comes. This can help them determine if they should change the way they sleep or install

screen time management tools. Similarly, we can imagine interfaces where workers evalu-

ate themselves as a function of collaborative teams. Chapter 5 revealed the importance of

behavioral views on P–O Fit. Applications that communicate these dynamics can provide

workers more agency to reflect and positively influence their performance and wellbeing.

When workers are aware of their (lack of) fit, they can carve out their own unique place in

a team. This insight can empower them to adopt measures that define boundaries between

one’s own preferences and the behavioral norms. These interfaces should be longitudinal

and provide insights within the context of organizational life cycle. Workers should be

able to compare their effectiveness across different organizational groups during times of

organizational crises, upheavals, or unanticipated policy changes or enforcement within the

organizations. Such interfaces can give workers a robust illustration of themselves but also

a means to reflect on how their data can be interpreted.

9.2.2 Applications for Workers to Evaluate Organizations

Workers should be able to leverage their data to keep their organizations accountable. In

the days of social media, it is not uncommon to view crowd contributed posts describing

companies [241]. These platforms are used by workers to corroborate, compare, and con-

trast their experiences. It provides a method for job seekers answer questions like “how

is it like working in company X?”, or “how healthy is our culture?”. Chapter 6 provided
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evidence that free-form language on these platforms can be used to express the organi-

zational culture of different organizations and departments within them. It is not hard to

imagine that we build such a knowledge base or “wiki” by accumulating inferences from

other kinds of more acceptable passive sensing, such as physical activity or digital time

use. With this information, workers could obtain an empirical understanding of how an

organization’s practices align with their personal values, beliefs, and work ethics. Much

like making sense of their own information, aggregating information across workers can

help them keep the organization accountable and give them the transparency with which

they can investigate the changes in worker wellbeing.

9.3 Directions for Worker-centric PSAI

My studies highlight opportunities through which PSAI can mitigate, but also aggravate,

the power asymmetry at work. Through this section I aim to inspire socio–technical changes

and reflection on how information flows involving PSAI are deployed at work. I envision

that these changes need to be centered not only on the development of these technologies

but also on structured workplace policies and cultural reforms that encourage a different

relationship between workers and their behavioral data.

9.3.1 Align Work–Life Boundary Preferences

The normalization of remote work has made IWs ambiguate which devices are considered

work and nonwork, such as the mobile phone [462]. PSAI leverages such devices to model

behaviors. In chapter 8, IWs had distinct preferences for the scope of PSAI vis-a-vis their

work–life boundary. We need to recognize that IWs have different preferences on how

they combine and contrast their private and professional lives. For instance, some workers

choose to disclose more of their personal situation to their managers than others who prefer

to keep it separate from work (subsubsection 8.1.2). Another way to view this dichotomy is

by recognizing different strategies to adjust to the asymmetries at work. More information
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can lead to more power [463]. IWs who prefer segmentation in PSAI might want to ensure

the organization does not get any more power. IWs who want complementary information

from PSAI might want to increase the power they have. Arguably, it is challenging to

reconcile both perspectives and arrive at a universal PSAI template. Having said that,

designers of these systems must be sensitive to these individual preferences when trying to

solicit consent and provide notice. Describing the technology on these lines can support

more informed decision–making for adoption.

9.3.2 Accommodate Pluralistic Models of Effectiveness

Information work allows workers to approach their work the way they like [426]. I had

found that certain IWs anticipated that algorithmic inferences produced by PSAI would

take away that discretion. They suspected that such technology will measure all IWs by the

same yardstick. It would be unfair to their unique approach to work (subsubsection 8.1.2).

This concern could stem from the inability of IWs to determine their own evaluation cri-

teria in an asymmetrical power structure [464]. Hence, IWs resign to accepting that PSAI

will also impose—or be used to impose— rigid terms. The domain of organizational psy-

chology already has some precedent for this pluralistic notion. Research on PSAI grounded

in such work has incorporated measures beyond task proficiency, like organizational citi-

zenship, to define performance [111, 14]. However, my research on PSAI has also shown

that for abstract constructs like wellbeing, algorithmic inferences can be semantically dis-

connected from what is perceived (chapter 7). The shift to hybrid work has further com-

pelled the need for a more diverse view of effectiveness that might even include domestic

activities [465]. Recent research on hybrid information workers showed that technological

interventions can support worker wellbeing by helping them meet their diverse set of work–

related goals by giving them more agency on their time [466]. Therefore, PSAI systems

need to work more intimately with an IW to retrain themselves based on the data subject’s

uniqueness but also infer insights that speak towards their goals.
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9.3.3 Setup Affordances for Human Reappraisal

Generally speaking, IWs did not want to share raw data collected by PSAI, but they still

acknowledged that in certain circumstances the estimates output by PSAI needed to be

distributed. As learned in subsection 8.1.3, they might want feedback from coworkers or

want to compare themselves. The critical challenge in such flows is to protect the IW from

being misrepresented by algorithmic estimates. Arguably, PSAI can produce evaluations

automatically and at a higher frequency than traditional organizational methods, but these

evaluations need to be complemented with human expertise and perspective. Recent studies

show that IWs might have very different understandings of their behaviors than what can

be measured by PSAI [467]. Conversely, IWs might not be able to interpret personalized

insights or conceive actionable changes without the support of their managers or mentors

(subsubsection 8.1.3). Both these use cases represent the need for human–in–the–loop in-

formation flows that encourage reappraisal by data–subjects and experts. Whom a worker

considers an expert might vary from person to person. Rawls believed that impartial ex-

perts and mutual accountability can form a social contract that can legitimize social control,

such as that being proposed by PSAI [468]. Since HR typically has a contentious reputa-

tion among IWs, organizations might need to appoint specialized officers for this role, such

as the up-and-coming wellness officers. Although, my findings from subsubsection 8.2.2

showed that IWs are unlikely to adopt systems that automatically include even trusted oth-

ers. It is concerning that workers today are unable to identify credible and trustworthy

human experts to interpret their work wellbeing. Having said that, in personal contexts of

passive sensing, we now have some evidence of semi-automated methods of data sharing

that respect privacy preferences [469]. Perhaps, the solution lies in stakeholders outside of

their work context or other policy reform to protect worker interest.
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9.3.4 Design for Worker Undersight

Given the nature of the data it captured, PSAI was viewed as empirical evidence that could

drive changes in an IW’s professional state but also in their overall organization. If an IW

was overworked, they could convince their manager to rearrange work distribution or give

them a day off. Even more so, PSAI insights could be used to bargain better for pay. Typi-

cally, in an asymmetrical power structure the workers have inferior bargaining power [464].

Thus, PSAI must be conceived to maximize the bargaining power each IW has. To em-

power an IW with such technology, we need to design beyond purposes of nudges and

reflection [470] and design for collective bargaining [471]. Data–driven bargaining has its

basis in traditional methods for Human Resource Management such as timekeeping [472].

As workers become more conscious of themselves due to increasing perceived or actual

technological surveillance, they have the potential to contest claims by their employer.

Ideally, such PSAI technologies must be accessible to IWs independent of their employer

and independent of the PSAI their organization may have already deployed. If the out-

puts of PSAI technologies are only limited to actions IWs should do (e.g., “you seem very

stressed, take a break”), they might not be able to accumulate enough knowledge of what

they have been doing (e.g., “you have been overworked for 60 days, please consult your

manager”). Future PSAI technologies need to make inferences that are reproducible and

support sensemaking. Note, however, isolated individual understandings can fall be lim-

ited in an asymmetrical power structure [470, 471]. Instead, pooling of information also fit

within the norms of distribution, as cumulatively sharing PSAI can help them gain better

perspective on the algorithmic estimates. Research and activism on both crowdwork and

gig–work have proposed to arm workers with data of their work to combat asymmetry [470,

473]. From our findings, the right iteration of PSAI could serve this purpose for IWs and

help them build their own conceptions of these algorithmic estimates (section 8.2). Tak-

ing a leaf from studies in crowd–work [474], the next step would be to pursue research on

collective platforms to leverage behavioral data for workplace bargaining.
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9.4 Enabling Worker Consent

I wanted to emphasize that despite the directions for responsible practices from the tech-

nological perspective, organizations have full reign on establishing these technologies for

nefarious purposes. A fundamental aspect of power asymmetry is information asymme-

try [475] and PSAI is designed to produce new information. When this information is

distributed inequitably among the stakeholders, it can exacerbate the asymmetry.

“Unfortunately, all these approaches provide both a logical and a physical sin-

gle point of control over our personal data: typically, they entail lodging in-

formation in the cloud where the service is running. This naturally leads to a

host of trust issues for users, who find themselves not just having to trust the

service directly but also the infrastructure providers involved”— Chaudhry et

al. [476]

As researchers we are responsible for building the single points discussed above. One

can argue that the user’s choice is paramount, and therefore, the responsibility lies on the

information worker. However, it is naive to assume that fair choice in an asymmetrical set-

ting [477]. Even though workers provide a service, a capitalist society can position them as

interchangeable and dependent on their employer. It is not unlikely that some workers can

reject such systems (and by extension such organizations), but rarely does this transform

into collective action [478]. Conversely, we researchers, and developers of these passive

sensing frameworks, function independent of our research subjects’ asymmetrical work

paradigm. It puts us in a unique position to recommend change by encouraging new prac-

tices. Unfortunately, a recent study indicated that technologists are getting more and more

decoupled from their responsibilities towards their data subjects or data providers [479].

A possible way out could be through the right set of guidelines to ensure that workers

can consent in a more complete way. Chowdhary et al. proposes expanding the notion

of informed consent for worker wellbeing technologies with FRIES — Freely-given, Re-
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versible, Informed, Enthusiastic, and Specific [480]. Many of the recommendations to

support this idea require workers to overcome technological barriers. In alignment with my

own research, I believe that integrating technological features to support active reflection

and assessment of organizations can not only protect workers’ right to meaningful consent

but also promise a more caring tool that helps increase their overall satisfaction.

9.5 Transferrability of Findings to Changing Landscapes of Work

All the studies I presented involved US–based information workers. To some extent the

motivations of this research and even the interpretations of the findings are flavored with

the socio-technical specifics of the US. However, the studies do vary in time. The first few

studies in my dissertation began in 2018 (section 3.1) and the recruitment for the last study

began in 2023 (section 8.2). If one were to juxtapose my studies with various changes in

organizations’ interest in thriving workers, one would find my studies reflective of these

variations. Starting from a time when worker performance needed to be understood, to

entering and exiting a pandemic which completely overhauled the way we worked. Some

organizations prioritized worker wellbeing front-and-center and we saw these employers

attract more information workers. When the writing of this dissertation was completed,

many companies heavily reliant on information work heavy had come out of large-scale

lay-offs. Many were still financially cornered. They were less interested in personalized

wellbeing and cared more about meeting their productivity requirements. In this section I

have speculated the implications of my research in work environments outside of the US

and also, in different cycles of the economy.

9.5.1 Information Work Outside the USA

My dissertation was motivated by the importance of day–level improvements to support

thriving information workers. The individual is a function of their environment and often-

times the infrastructures around them can have a significant effect on their wellbeing. The
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labor policies and the underlying work–leisure culture of the US is unique. A good way

to appreciate it is by contrasting it with the another equally developed economical con-

text with a similar growth trajectory, Europe. Sometime in the late 1960’s, we witnessed

a decline in European working hours in terms of hours per week and the total weeks per

year [481]. More recently, we are seeing Europe–based information workers gain more

safeguards against detrimental wellbeing practices with “right to disconnnect” [482]. Sev-

eral countries have adopted this idea with protective policies that can hold employers in

violation if they communicate with their workers after a certain time [483]. In light of

these, one might wonder what is utility of an information worker in Europe gaining addi-

tional insight into their wellbeing, especially through technologies like PSAI.

These European policies help create boundaries for workers to appreciate and actively

utilize their leisure time. It is a luxury that only few US–based information workers have.

Yet, these benefits come at a cost. The US is far ahead of Europe in terms of economic

productivity [484]. Apart from losing competitive edge, this gap becomes concerning

when labor might not be able to afford the wellbeing benefits it desires. Returning to

the individual–level, surveys from 2022 show that workers in Europe are notably less en-

gaged [485]. Therefore, the personalized insights produced by PSAI might still hold value

in explaining to workers how and where they are likely to contribute the most while still

maintaining their wellbeing needs.

Even if we can justify the technology, different work paradigms also lead to distinct

socio-technical constraints. Much like the wellbeing–related policies, Europe has also es-

tablished key policies to protect certain classes of employee data through General Data

Protection Regulation (GDPR) [486]. Such regulatory policies can provide the necessary

guardrails for designing PSAI. Not only can the data collection be limited but also the ac-

cess to inferences and insights. Potentially, worker wellbeing tools might even become

as personal as a one’s health trackers. However, the regulation also introduces a paradox

where it can become challenging to conduct the necessary research on PSAI in European
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contexts. Alternatively, other fast–developing economies with large information worker

populations might not have policies equivalent to GDPR. It can be tempting to conduct

research in these geo-politcal contexts but, if the findings from my US–based participants

are indicative, the lack of all regulation will heighten worker concerns with PSAI.

Taken together, the motivations to use (and not use) PSAI and how the technology is

appropriated is likely to differ based on different regulations and policy. Although the

underlying technology might not drastically change, the way PSAI is instantiated will vary

in terms of data source, flow, sharing, and stakeholders.

9.5.2 Information Work in Hard Times

The way an organization views its workers and the way workers view them back is often

a function of the peripheral economy. Coincidentally, my dissertation spans two macroe-

conomic negative incidents that significantly changed the worker–organization relation-

ship among information workers in the US. First, the COVID-19 pandemic induced safe–

distancing requirements forced organizations to think about employee wellbeing. The idea

of a successful thriving employee was centered around worker–needs [487]. However,

sometime after the pandemic subsided, we witnessed an economic downturn with mass

layoffs. Such organizational restructuring indicated a focus on enterprise–level produc-

tivity needs at the expense of individual worker performance or wellbeing [488]. Thus,

in a short-span of time we retrospectively anticipate the shifting priorities in promoting

technologies like PSAI depending on economy–wide circumstances.

In times when organizations are indifferent to workers’ agency and personalized needs,

they are trying to secure their short-term needs for economic survival. However, research

shows that organizations that focus on workers’ needs beyond financial incentive tend to

recover better in the long run [489]. Technology like PSAI could play a role in highlighting

their workers’ state to help them take stock of workers again. However, the technology

itself could also be misappropriated to disenfranchise the worker. When the job market is
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frugal with opportunity it is considered austere. Studies show that algorithmic profiling of

job seekers in times of austerity is often considered desirable by the state but ends up being

harmful for the individuals themselves [490]. When the market offers limited choices for

the information worker to go, one can imagine organizations gain access to PSAI and iden-

tify workers that are predicted to perform highly without stressful bouts. Such motivations

are only likely to increase disparities. A potential solution to this is for states to define

statutory limits on decision making through PSAI in times of economic downturn.

Macroeconomic challenges are not the only temporal events that make information

workers vulnerable to misuse of PSAI. Depending on a worker’s experience, they might

find themselves in roles with high precariousness, such as contractual work or tempo-

rary occupations. Unlike full-time roles, these employment contracts are far less secure.

Prior literature has found extensive evidence that job precarity can worsen worker wellbe-

ing [491]. It can be tempting to deploy PSAI to help workers understand their wellbeing

better, but the anxieties of losing their job are likely to supersede any potential benefit of

the technology. In fact, the introduction of such technology might be more consequential

than other secure roles as their evaluations are directly tied to their contract. When their

full-time counterparts discuss their insights from PSAI, they might just receive a different

bonus, additional breaks, or a figurative “slap on the wrist”. By contrast, their contract is

more fragile and might be terminated. Even positive inferences can be interpreted by an

organization as a reason to hire a worker with lower expectations. Therefore, the policies

also need to regulate the rights of different workers when it comes to sharing data with

PSAI and moreover involving their employer.

My studies on PSAI have discussed technological possibilities that sense complex be-

havioral dynamics to interpret insights of effectiveness. Essentially I demonstrated ap-

proaches to apply computational modeling and machine learning to reduce the human

experience into consummable information. These insights should be considered starting

points of dialogues between workers and their organizations. Much like other instruments
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of explaining human ability, PSAI also suffers from the challenge of being used for fal-

lacious purposes like reification and ranking [492]. Organizations that fall into this trap

will foster an economy of dissatisfied workers that will lead to long-term losses. Instead, I

believe PSAI needs to be utilized as a tool for understanding, augmenting, and recovering

the individual worker.

9.6 Who Monitors the Monitoring?

Most worker monitoring technologies are marketed for organizational — not personal —

consumption [403, 404, 389]. The power asymmetry at work makes these information

flows further opaque. One of the exceptions to this was Viva Insights [407] which at least

allowed some joint–initiative — the organization might need to purchase or subscribe to

the service but each individual IW gets the discretion to use the technology. Yet, these

cases do not entirely alleviate IW’s anxieties of privacy intrusion as we know from the

use of health trackers in wellbeing incentive programs [493]. A recent multi-stakeholder

analysis by Kawakami et al. showed that despite best intentions, even if developers and

organizations were to follow better practices (section 9.3), the lack of accountability raises

many important questions for the practical deployment of PSAI as empowering technol-

ogy. [494]. Through this section, I bring to attention the role of stakeholders to provide

checks and balances; (i) Regulators who can react to deployments of PSAI, and (ii) Re-

searchers stakeholders who can preempt future PSAI.

9.6.1 Role of Regulators

The need for improved legislation of worker surveillance is not new [495], but the urgency

at which it needs to be revised needs to match the rapid development (and deployment)

of AI technologies [496]. Ajunwa et al., have proposed an “Employee Privacy Protection

Act” (EPPA) to limit data harnessed by technologies like PSAI at work [432]. They have

also proposed an “Employee Health Information Privacy Act” (EHIPA) to tackle unscrupu-
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lous data transactions by third–parties, which could help mitigate some of the challenges

to PSAI that senses phenomena exclusive of the workplace [432]. Such propositions are

certainly a step in the right direction but are centered on confining the flow of the data, i.e.,

limiting whom they go to, but not how they use it. The algorithmic element of PSAI makes

its mechanics elusive and therefore traditional auditing approaches will be lacking.

Assessing the impacts of PSAI despite the black box. Many PSAI technologies are

shrouded as “black–boxes” and this opacity enables certain folk theories on the capabilities

of these systems [391]. It is well known that explainability of machine–learning and AI

systems is a hard problem, but I believe adding regulation can motivate developers of PSAI

to account for the information flows along the dimensions of contextual norms in informa-

tion work. We can follow the idea of Model Cards proposed by Mitchell et al. [497], to

document intended usage of PSAI. For instance, developers might need to expand on how

the algorithmic inferences could be consequential to an IW’s employment with explicitly

defined entry points for human–reappraisal and stakeholder involvement. Similarly, they

could be required to disclose which aspects of wellbeing and performance are ignored by

the system (e.g., “this PSAI cannot be used to infer your team management skills” or “this

PSAI is not appropriate for communication–driven roles”).

Assessing PSAI within socio-economic context. Grill and Andalibi had called to in-

crease the visibility of the social impacts of algorithmic phenotyping [391]. Contemporary

research has already raised the concerns surrounding the social dynamics of emotional

recognition [467], a well–documented manifestations of PSAI. Ideally, regulations must

protect against foreseeable, but anomalous, economic scenarios that compel organizational

supervision. For instance, in the future, economic downturn can be used to justify the di-

version of PSAI inferences for operational decisions such as downsizing. Organizations

can argue these situations are analogous to PSAI for public–health [422]. These crisis sce-

narios require regulation the most. Auditors should be able to protect certain jobs that are

considered more precarious from PSAI, e.g., contractual positions. At the same time, cer-
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tain sectors might be deemed too austere for responsible utilization of PSAI. Sectors that

lack sufficient alternative job openings lead to austerity that makes it illusory for workers

to improve with PSAI or even meaningfully reject any enforced PSAI. Future research can

illuminate other sociological factors that inform protective regulation. In this way, thinking

of more worker-centric PSAI could ensure that individual liberties are upheld despite the

necessary supervision required for organizational progress.

9.6.2 Role of Researchers

A harder question to answer is defining changes in the research of PSAI for workers. The

path forward needs insiders to embrace reflexivity on our own methods, but also adopt calls

for more human-centered approaches from “outsiders”, who have critiqued this research.

Oftentimes the scientific advancement of technology–supported HRM hinges on captur-

ing and modeling otherwise unseen or ignored phenomena [111, 26, 498]. Sometimes

this research is presented as morally indifferent to misuse. This indifference starts eroding

when researchers start intersecting with more societal disciplines, such as HCI and CSCW.

Yet, research projects and papers that do anticipate misuse are often limited to statements

that urge for consented usage. Unfortunately, data subjects might not be able to take in-

formed decisions without the appropriate disclosures of PSAI. Despite our worker–centric

approach, in a technology–forward environment an IW’s judgments could be clouded by

their personal theories of AI as well as folk theories about the inner functioning of AI-based

systems [391]. It is only when we appreciate external critique can we understand the risks

of perpetuating PSAI, such as the potential for self–harm [499].

Participatory contributions to development of PSAI. The bare minimum would be to

include reflective discussions based on the norms of information flow among information

workers (or more specific norms suited to their subpopulation). A more worker–centric

approach would be to embed qualitative methods such as the scenario–based interviews

we conducted as a formative evaluation. Ideally, researchers should have IWs participate
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in the entire research life–cycle, drawing upon principles and ideas from participatory ac-

tion research [500]. Even before IRB reviews, study protocols could be informed with

feedback from IWs to understand if appropriate measures or phenomena are the input for

PSAI. Later, models can be validated through a participatory lens where co–researcher IWs

can vet the practical value or harms or potential harms. Studies like WeBuildAI [501] al-

ready provide some framework for participatory algorithmic decision making. Future work

should expand this to algorithmic phenotyping.

External feedback for research on PSAI. Quantitative researchers also need to un-

derstand that participatory methods and qualitative evaluations will not create a universally

accepted instance of PSAI. As Calacci notes that participatory algorithm design for work-

ers might not be able to reconcile multiple conflicting stakeholders, but can at least ensure

that normative expectations are not breached [470]. In practice, many researchers inno-

vating new PSAI do not work on recruiting, data acquisition, or participant communica-

tion. After all, research on PSAI is often propelled by datasets of behavioral data because

these are practical and desirable to support scientific replicability and reproducibility. How-

ever, these data also distance researchers from the data–subjects, and in some cases may

lead to dehumanized conceptions of data–subjects and donors as simply “training data” or

“numbers” [393]. To mitigate the impersonal relationship between researchers and data-

subjects, we might consider setting up an independent advisory board formed of subjects

and outsiders. Overall, increasing worker-centered research on PSAI can bridge this gap

and produce more sensitive and humane systems to improve prosperity of IWs.

9.7 Conclusion

Passive sensing is an immensely powerful tool. As the amount of technology an urban

worker interacts with increases, the opportunities to understand their behavior increases.

Through this dissertation, I provided evidence that we can understand workers better by

leveraging everyday digital technology to sense otherwise ignored phenomena related to
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work. Despite my optimism, I charted out the various challenges in making such appli-

cations meaningful for the workers they sense. The selling point of passive sensing is the

promise of its “passive” nature. By design, these tools are unobtrusive, automatic, and

continuous. However, these very value propositions can be weaponized against the humans

they sense. My investigations have made me realize that the way forward may be a middle

path. I imagine a future where Passive Sensing–enabled AI for workers is out of the way

but can be glanced, studied, and even vetted. It is semi-automatic and encourages human

input to define and label circumstances that cannot be measured. It can run as long as a

worker wants but cannot operate indiscriminately. Eventually, the training wheels should

come off and the worker can navigate work and life to achieve success.
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